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20. Abstract, con't.

Everyone in this room speaks at least two languages.

has the quantifier scope V3 in standard predicate calculus, while the sentence

At least two languages are spoken by everyone in this room.

has the quantifier scope WY.

Three different loqical forms are presented, and their translation rules are
examined. One of the logical forms is predicate calculus. The translation
rules for it were developed by Robert May (May 1977). The other two logical
forms are Skolem form and a simple computer programming languaqe. The transla-
tion rules for these two logical forms are new.

All three sets of translation rules are shown to be general, in the sense that
the same rules express the constraints that syntax imposes on certain other
linguistic phenomena. For example, the rules that constrain the translation
into Skolem form are shown to constrain definite np anaphora as well.

A large body of carefully collected data is presented, and used to assess the
empirical accuracy of each of the theories.

None of the three theories is vastly superior to the others. However, the
report concludes by suggesting that a combination of the two newer theories
would have the greatest generality and the highest empirical accuracy.
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ABSTRACT

How can one represent the meaning of English sentences in a formal logical
notation such that the translation of English into this logical form is simple
and gjeneral? This report answers this question for a particular kind of
meaning, namely quantifier scope, and for a particular part of the translation,
namely the syntactic influence on the translation.

Rules are presented which predict, for example, that the sentence
Everyone in this room speaks at least two languages.

has the quantifier scope V3 in standard predicate calculus, while the
se;ntence

At least two languages are spoken by everyone in this room.
has the quantifier scope IV.

Three different logical forms are presented, and their translation rules are
examined. One of tie logical forms is predicate calculus. The translation
rules for it were developed by Robert May (May 1977). The other two
logiical forms are Skolem form and a simple computer programming language.
The translation rules for these two logical forms are new.

All three sets of translation rules are shown to be general, in the sense that

the same rules express the constraints that syntax imposes on certain other
linguistic phenomena. For example, the rules that constrain the translation
into Skolem form are shown to constrain definite np anaphora as well.

A large body of carefully collected data is presented, and used to assess
the empirical accuracy of each of the theories.

None of the three theories is vastly superior to the others. However, the
report concludes by suggesting that a combination of the two newer theories
would have the greatest generality and the highest empirical accuracy.
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I. Introduction

The original motivation for the research reported here was to Improve the

performance of a natural language understanding systenm, LUNAR (Woods et. al.

1972). The component of LUNAR that disambiguated the scope of quantifiers

seemed to make too many mistakes. It was thought that by merely Importing some

recent research in transformational linguistics, namely Kroch 1974. the

disambiguation algorithm could be improved.

However, Kroch's theory was unclear in a few points. While collecting data to clarify

Kroch's work, it soon became apparent that people usually do not disambiguate

quantifier scope. This suggested that quantifier scope correlations, such as those

predicted by LUNAR's riles or Kroch's rules, are epiphenomena. That Is, they appear

to be a side effect of some other linguistic phenomena, or the result of a degraded

version of some real linguistic process.

Since then, the research has concentrated on an accurate description of these

correlations. It was hoped that this would uncover the linguistic process that was

causing the correlations, and eventually lead to an improvement In LUNAR's

disambicluation algorithm. However, even after a huge corpus was collected -- well

over 1 500 judgements were collected and hundreds of pages of natural text were

analyzed -- the situation is inconclUiive.

Nonetheless, the correlations are much clearer now, and three clear candidates have

emerged as possible underlying processes for quantifier scope correlations.

Improvement of LUNAR, however, seems remote.

1.1 The.Quantifier Scope Problem

The classic example of the quantifier scope problem, which first appeared In

Chomsky 1957, is the active/passive pair
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(1a) Everyone in this rOorn speaks at least two languages.
(Gb) At least two languages are spoken by everyone in this room.

Althoucgh these two sentence have the same "lexical content", they have different

syntactic structures and different meanings. It is traditional to give (a) the reading

where each person may speak a different two languages, and (b) the reading where

the same two languages are spoken by everyone.

If one were to represent these two readings in predicaite colculus, they would differ

only in the scopes of the quantifiers:

(2.) Vx (x is in this room) D [ 3y (y is two languages) & (x speaks y) ]

(2b) 3y [ (y is two languages) & [ Vi (x is in this room) : (x speaks y) ]1

In (a), the existential quantifier is inside the scope of the universal quantifier. Thus

(a) could be true in a room where everyone spoke different languages. (b) would be

false in that room, since the existential quantifier is outside the scope of the

universal quantifier. (b) would only be true in a room where everyone speaks the

same two languages. Note that the predicates and their arguments are the same in

both expressions. Thus, the two sentences of (1) have the same lexical content.

The quantifier scope problem is just this: why do (la) and (lb) have different

meanings even though they have the same open class words (i.e. nouns, verbs,

adjectives, and adverbs) and the same predicate/argument relations? The quantifier

scope problem is not to delineate all the factors which give these sentences their

meanings, for some of those factors involve discourse context and pragmatic

knowledge, and there are as yet no adequate formalizations of such influences. 1

1. My favorite example of the influence of pragmatics is a play on Chomsky's example:

(4a) Everyone at PARC uses a dialect of LISP.
(4b) Everyone at IJCAI uses a dialect of LISP.

Most people in the Al community know that the Palo Alto Research Center (PARC) maintains
the prograrnning language INTERLISP, thus they probably use it exclusively. So (a) has the
interpretation that they all use the same dialect of LISP. In predicate calculus, the quantifier
order would be 3V. But at IJCAI, the biannual conference for the fie'd, one finds people from
all over the world. Since there are many versions of LISP in use, (b) must mean that the
conference attendees are using different versions of LISP -- the V3 order in predicate
calculus.

I W O - '



Consequently, the problem is restricted to finding just the syntactic influence. In

collectinq data, one should control for lexical content, which I take to be the choice

of open class words and predicate/argument relations. An excellent review of the

quantifier scope problem can be found in loup 1975.

Sometimes the quantifier scope problem is taken to include problems with negation,

modality, conditionals, conjunctions, or the quantificational adverbs (eg. often). This

paper investigates only relationships between noun phrases. Also, the many problems

associated with the article any will be ignored.

1.2 Ducking, the Really Ilard Subproblem

The criteria for evaluating solutions to the quantifier scope problem are the usual

ones: empirical adequacy and theoretical economy. That is, the predictions of the

theory ouiqht to match the trends in the data, and secondly, the framework and

possibly even the rules that operate inside that framework ought to be shared with

theories of other linguistic phenomena. However, there is one aspect of the data that

makes the joint satisfaction of these two criteria exceedingly difficult.

The relative strengths of the lexical and syntactic influences is significantly

different for quantifier scope than for other linguistic phenomena. Lexical content Is

much more important in quantifier scope judgements than in, say, the acceptability of

tip movements or definite np anaphora. ! As an example, take the clauseboundedness

constraint.

It is well known that certain np movements, such as passive, dative and complex np

shift, are limited to the clause containing them (for simplicity, I'm ignoring np raising).

Similarly, reflexive pronoun anaphora requires antecedents to be In the clause

containing the reflexive pronoun. Thus, the (a) sentences below are acceptable, but

the (b) sentences are not.

1. Throughout this report, some standard linguistic terminology will be employed. "np" is
short for "noun phrase", "pp" for "prepositional phrase". Two constituents are "clausemates" if
they are members of the same clause.

| IN -Iua __i I ! n m
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(5a) John blurted out that the beer was laced with LSD.
(5b) * The beer was blurted out that someone laced with LSD by John.

(6a) People believe that John killed himself.
(6b) * John believes that people killed himself.

In general, quantifier scope is also clausebound. That Is, if an existentially quantified

np is to be inside the scope of a universal np, then the existential np must be In the

same clause as the universal np. For example,

(7a) John blurted out that each senator was offered a TV set.
(7b) A TV set blurted out that each senator was offended.

sentence (a) has the reading "a different TV set per senator was offered" since the

existential quantifier over TV sets can be inside the universal quantifier over

senators. In (b), there can be only one TV set, since the existential must be outside

the universal.

Thus, it seems that quantifier scope, np movement, and reflexive pronoun anaphora

are all clausebound. However, it is not difficult to use lexical content to override the

clauseboundesness of quantifier scope. An example is

(8) A quick test confirmed that each drug was psychoactive.
[4] a different test per drug
[2] all the drugs were involved in a single test
[4) ambiguous between the previous two readings
(1] one test with many parts
[1) a coordinated battery of tests

The numbers in square brackets preceding each reading is the number of informants

that got that reading. The first reading, where a quick test is inside the scope of

each drug, violates clauseboundedness since the existential np is not in the clause

that the universal np, each drug, is in. On the other hand, it is very difficult to

violate the clauseboundedness of np movement or reflexive pronoun anaphora.

Indeed, I know of no counterexamples.

The weakness of the clauseboundedness correlation is typical of the other quantifier

scope correlations. Sentences can be constructed whose lexical content is strong

enough to violate almost any syntactic rule one could write. On the other hand, most

linguistic phenomena studied to date are more highly constrained by syntax. So to be

empirically adequate, a theory of quantifier scope must sacrifice its similarity to



other linquistic phenomena.

rhe only research to recognize this problem was done by Robert May (May 1977). He

asserts that his rules generate the "unmarked" readings. Counterexamples to the

rules are "Imarked" interpretations -- they should be less frequent. The

marked/unmarked distinction has occasionally appeared in linguistics, especially in

phonology. At this point in time, however, I believe it is fair to say that markedness is

not at all well understood. In particular, there is no way to explain why the marked

interpretations of quantifier scope occur more frequently than the marked

constructions of syntax.

I choose to duck the problem in a different way. I will assume that quantifier scope

correlations are epiphenomena. That is, I assume that certain phenomena correspond

to syntactically real processes. These actually use the syntax of a sentence to

perform their task -- eg. disambiguation of predicate/argument relations, or

coreference relations. However, there is no such process for quantifier scope.

Instead, the informant must "misuse" one of the real processes to disambiguate

quantifier scope, perhaps with the aid of a general cognitive mechanism for

performing analogy. It seems plausible that when a real process performs a task

that it is not suited for, nor often used for, it would break down under strong lexical

pressure. Thus, postulating that quantifier scope correlations are epiphenomena

explains, in a sloppy intuitive way, why syntax has a weaker influence over

quantifier scope than it has over constituent movements and anaphora.

The idea that quantifier scope isn't a real process also explains certain difficulties

of data collection. Every informant has, at one time or another, asked to be excused

from making a judgment. When a sentence is constructed so that syntax doesn't

immediately affirm the reading that lexical content would lead one to prefer, then

people appear to think very hard before casting their judgments. Quite often, they

would read the sentence through, paraphrase it back, and yet be unable to answer

the kinds of questions that would illuminate their quantifier scope judgements -- they

would reread the sentence several times before answering such questions. This

seems to indicate that they were doing quantifier scope disambiguation after they

had understood the sentence in the usual way. Although these observations are

I I I I I__ _ I .... ..- -
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informal and subjective, they lend some plausibility to the suggestion that quantifier

scope is disambiguated by "misusing" syntactically real processes, rather than the

disambiguation being an integral part of the understanding of every sentence.

1.3 Overview

The idea that scope is epiphenomenal immediately raises the question of which real

process is being misused. That question is the organizing theme of this report. Three

theories are presented that purport to solve the quantifier scope problem. They are

based on three linguistic phenomdna: transformations, anaphora, and lexical

composition. These theories are preceded by a section giving a descriptive account

of the data.

The transformational theory was developed by Robert May (May 1977). It will be

reviewed in some detail since it Is, in many ways, the best theory of quantifier scope

to date. The other two theories are original, although the basic ideas of the

anaphoric theory have appeared in the works of many linguists, notably Keenan 1974

and Reinhart 1976.

All three theories are compatible with the view held by the lexical-interpretive school

of linguistics. This view can be illustrated with a diagram:

S1-1 SI-2
(9) Surface Structure- Logical Form---------p Deep Semantic

Representations

transformations

Deep Structure

T context free grammar

In this view, "meaning" is derived from the surface structure directly rather than via

the deep structure.

There is currently a controversy concerning how predicate/argument relations should

I I l l I I I I =
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he repr ,ented in surface structure. Chomsky and his students use "traces" that

point from the argument position to the constituent that fills the argument (see

section 3 1 ). For example, the object position in a passive sentence would have an

invisible trace that points to the subject. Bresnan and her students use lexical

procedures to "undo" constituent movements, such as passive and raising. The

theories presented below are, for the most part, neutral with respect to this

controversy. Quantifier scope judgements appear to depend on the actual location of

a constituent in surface structure, and not on the position of its trace, if it has been

moved.

[ach of the three theories proposes a particular logical form, and a particular SI-1

map. (I have found it convenient to relabel the latter with the less cumbersome name

"translation", sinme the map translates the surface structure into logical form.) The

transformational theory's logical form is a version of the typed predicate calculus.

The anaphoric theory uses typed Skolem form. The lexical theory's logical form is

similar to programming languages, such as LISP or ALGOL.

The variation in logical forms forces an interesting extension of the usual linguistic

methodology. Earlier works have taken the logical form to be pretheoretically given.

In fact, all logical forms I have seen are versions of the typed predicate calculus.'

This report considers the design of the logical form to be an integral part of a theory

of quantifier scope. That is, each theory claims that its logical form is correct.

The criteria for judging logical form are taken to be quite different from those for

judging deep structure, the most famous of the two remote structures. In the

lexical-interpretive theory of grammar, deep structure and transformations work

together as a sort of syntactic well-formedness checker.2  A sentence is

well-formed if and only if there exists a legal deep structure and a legal

transformational derivation of the sentence from that deep structure. The deep

structure has little to do with the meaning of sentences. It Is just a repository for

certain syntactic generalizations -- eg. the X-bar convention and SVO ordering.

1. Jackendoff 1972 is an exception. His Modal Structure appears to be isomorphic to Skolem
form.
2. 1 am indebted ho Mitch Marcus for this insight.

-, - --- - - - -- - - -I
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Thus, for a lexical-interpretive theorist, there is just one criterion for judging the

design of deep structure: does the design facilitate elegant expression of the

syntactic well-formedness constraints of natural language?

Logical form, on the other hand, is supposed to be a representative of the meaning of

sentences. Woods suggests the following four criteria for evaluating a logical form

(adapted from Woods 1978, page 17):

(lOa) It must be precise, formal and unambiguous.

(lOb) It must be capable of representing any interpretation that a human
reader can place on a sentence.

(00c) It should facilitate subsequent intelligent processing of the
resulting interpretation.

(lOd) It should facilitate an algorithmic translation from English
sentences into their corresponding semantic representations.

Predicate calculus does a respectable job of meeting criteria (a), (b) and (c). Its

formality, precision and lack of ambiguity can be demonstrated by giving it a formal

semantics; that is, by devising an algorithm that, given an expression of predicate

calculus and a model of the world, calculates whether the the expression is true in

that model. The world model associates a set of objects with each undefined term

(i.e. provides the extension of the term). Criterion (b), namely the expressive

adequrcy of predicate calculus, can be tested only by experience. Suffice it to say

that predicate calculus would not be so widely used today, a century after its

invention, if there were numerous sentences that it could not represent. Criterion

(c) is can be met by predicate calculus by writing formal rules of inference. Given an

expression, such rules can, in principle at least, draw conclusions that one would call

"intelligent".

This report concentrates on criterion (d). By proper design of the logical form, the

translation rules can be made very simple. Moreover, the rules can be made

theoretically economical, in the sense that they apply, for example, to both anaphora

and quantifier scope. In the anaphoric and lexical theories, a great 6eal of

theoretical economy is gained by proper design of the logical forms.
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However, criterion (a) has not lieen entirely ignored. An appendix has been provided

that informally demonstrates that each of the logical forms introduced has a formal

semantics. In addition to dispersing any doubts about formality and precision, the

appendix is meant to clarify the reader's (and the author's!) intuitive understanding

of the logical forms' meanings.

It is difficult to challenge a venerable logical form such as predicate calculus on the

basis of its expressive adequacy -- criterion (b). Indeed, there are just two

empirical ai juments in the quantifier scope literature that claim that predicate

calculus is not expressively adequate. One is presented in Jackendoff 1972. It is

based on the famous sentences

(I Ia) I told many of the men three of the stories.
(l Ib) I told three of the stories to many of the men.

Jackendoff notes that there are three distinct quantifier scope interpretations of the

two sentences, but only two quantifiers. Since predicate calculus represents

quantifier scope by operator order, it can represent only two interpretations. This

arclument is successfully refuted in Fauconnier 1975 by adding the collective

indefinite quantifier to predicate calculus. The other argument, from Hintikka 1 974, is

refuted in section 4.3. A new expressive adequacy argument, which is presented in

section 5.2, could also be refuted by adding a new operator to predicate calculus. I

expect that this is a general pattern. It is probably always possible to patch up the

expressive inadequacies of predicate calculus.

No attempt has been made to provide rules of inference for these logical forms. It is

possible therefore that they may fail to meet criterion (c). Indeed, Woods claims that

one of the logical forms, Skolem form, has just this flaw (Woods 1975). In particular,

he claims that Inference rules concerning negation are intractable.

It should be pointed out that this report judges logical forms only on their facility for

representing quantifier scope intuitions. In particular, the predicate/argument notion,

which has recently come under attack for Its Imprecision (Smith 1978) and its

empirical inadequacy (Levin, in preparation), is used freely in the logical forms below.

When only quantifier scope intuitions are considered, the predicate/argument notion

turns out to be adequate and theoretically convenient.
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In short, the evaluation of logical forms will be based on the simplicity of the

quantifier scope translation rules. The basic ideas behind the three sets of ruks are,

it turns out, somewhat similar.

The transformational theory of quantifier scope was developed by Robert May (May

1977). It is based on rules from the revised extended standard theory of

transformations, or "trace theory" as it is more commonly called (Chomsky 1976).

The basic device is a rule, OR, which moves quantified nps out of their surface

structure position, and attaches them just above an S node. The movement leaves

behind a trace, which is bound to the moved np. That is, the movement puts a bound

variable where the np occurred, and puts a quantifier to bind it at the front of some

clause.

The movement is constrained by two rules, Subjacency and the Condition on Proper

Binding. Subjacency forces the quantifier to be attached to the smallest clause

which contains the bound variable. Thus, in

(I 2a) Some woman said every senator was sick.
(1 2b) 3x:woman() [ (x said [ Vy:senator() (y was sick) j)]
(12c) Vy:senator() [ 3x:woman() [ (x said (y was sick)) ]]

sentence (a) has reading (b) and not (c). The Condition on Proper Binding Is a well

formedness condition on logical form. It forces a bound variable to be inside the

scope of the quantifier that binds it. Hence, in

(13a) Some woman in every city voted democrat.
(13b) Vx:city() [ 3y:woman-in(x) (y voted democrat) ]
(13c) * 3y:woman-in(x) [ Yx:cityO (y voted democrat) ]]

(a) must have logical form (b) since (c) is ill-formed. These two constraints are well

motivated, since they are used to constrain transformations (i.e. the map from deep

to surface structure).

The anaphoric theory is a combination of the work of Edward Keenan (Keenan 1974)

and Tanya Reinhart (Reinhart 1976). It's basic idea is that the Vx:y reading is

markedly different from the ]yVx reading. The Vx-3y read is indicated in logical form

by providing the type function of y with an extra argument which is filled by x. For

example,

I I i I
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I 4~a) ROn talked to each woman ae)out a problem.
14b) ]i,:probler,,(x), Vx:womano, (Ron talked to x about y)

(1 ) 1 ],y:problemo, Vx:womano, (Ron talked to x about y)

sentence (a) has both (b) and (c) as readings. Logical form (b) represents Ron's

talkinq about a different problem to each woman, and (c) represents his talking about

the same prohlem to all of them. Note that the left-to-right ordering of the

quantifiers no longer matters, since the function/argument relation represents the

quantifier scope. This is the basic idea of Skolem form -- to represent quantifier

scope explicitly, with the function/argument relation.

The linkage of the two rips via the function/argument relation is constrained by the

same rule s that constrain definite pronoun coreference. That is, an np with a

universal quantifier must "c-command" the existentially quantified np in order to be

allowed to link to it. 'X c-commands Y" means roughly that X is higher than Y in the

syntax tree. Hence, in

( 15A) Every mathemeician speaks a foreign (anguage.
(15b) !. J:foreign-language(), Vx:mathemeticiano, (x speaks y)
(lbc) I' y:foreign-languageo, Yx:mathemelicianO, (x speaks y)
(15d) A foreign language is spoken by every mathemetician.

sentence (a) can have (b) or (c) as an interpretation, but (d) can have only (c),

because every mathemetician doesn't c-command a foreign language in (d)

while it does in (a).

The typed Skolem form used in the anaphoric theory Is also subject to a well

formedness constraint, namely that a function may not depend on itself for an

argument. Thus,

(I 6a) Every woman in an eastern city voted democrat.
( 6b) 1 Vx:woman-in(y), 3y:cityO, (x voted democrat) )
(16c) * ( Vx:woman-in(y), 3y:city(x), (x voted democrat)

tile only well formed interpretation of (a) is (b). In (c), woman-In depends on y, which

depend indirectly on x. So woman-in depends on itself, and the expression is

ill-formed.

Lastly, the typed Skolem form's formal semantics Is designed so that a dummy

functional argument can not be distinguished from an argument supplied by a np in
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surface structure. Thus,

(17a) Some candidate in each election is corrupt.
(17b) ( Vx:electiono, 3y:candidate(x), (y is corrupt)
(17c) Some candidate is corrupt in each election.
(17d) { Vx:electiono, 3y:candidateO, (y is corrupt) }

sentence (a) is unambiguous since it must have the interpretation (b). That Is, since

each election is inescapably an argument of some candidate, the sentence must

be interpreted to imply that a different candidate per election is corrupt. However,

sentence (c) can have either (b) or (d) as a reading. If it has the (b) reading, then it

too will imply that a different candidate per election is corrupt. Crucially, they is no

way to distinguish, for the sake of quantifier scope correlations anyway, whether x

is a dummy argument of candidate as in (c) or a lexically realized argument of

candidate, as in (a).

All the constraints, except the last one, are obeyed by definite np coreference. So

the anaphoric theory has good independent motivation.

The lexical theory is based on a very common, very important phenomenon.

Unfortunately, very little is known about this phenomenon, so the independent

motivation of the theory is weaker than the other two. Lexical composition Is the

process which builds the word-meaning of a constituent from the word-meaning of

other constituents. This process is widely held to be constrained by Strict

Compositionality -- the lexical content of a constituent is built from the lexical

content of its daughters, not its sisters or some other constituents in the the syntax

tree. In natural language engineering, this constraint means one need only pass

semantic markers up, not over or down.

The logical form for the lexical theory is like a computer programming language in that

it has a "for loop" operator, called an "iteration phrase". The basic idea is that

universal nps are the loop variables of iteration phrases. The VxJy reading is

represented by an existential np y which is inside the iteration phrase that x is the

loop variable of. Hence, when (a) has the logical form (b)
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'-.ie cuy sato that every person loves someone.

(18i ) S

NP VP

some V NP
guy 1 1

said IP

S

every NP VP
person I /

t V NP

loves someone

it means sonic particular guy claimed that every person loves a different person,

since someone is inside the iteration phrase, but some guy is not.

The translation into this logical form is just like semantic marker passing. The

iteration phrase is passed up the tree, starting from the universal rip. Like QR, this

movement leaves behind a trace bound to the moved np.

One of the constraints on this movement, which is motivated by an observation of

Vendler's (Vendler 1967), is that the iteration phrase (henceforth, IP) must end up

dominating a predicate which is worth iterating. Vendler noted that "Take each

apple" sounds odd. But "Weigh each apple" sounds fine. Weigh has two distinct

interpretations -- weighing each apple individually, or weighing the whole basketful

of apples at once. On the other hand, take doesn't have two such distinct readings,

so the iteration is pointless. Hence, when the IP dominates weigh, the sentence is

fine, but when the it dominates take, there isn't a predicate worth iterating, so the

sentence sounds odd. Thus, Vendler's observation motivates one constraint on IP

raising, as the lexical theory is called.

The other constraints are, unfortunately, unmotivated. First, the clauseboundedness

of qluantilier scope is captured by stipulating that it cost "effort" to raise an IP. The

cost is proportional to the number of nodes the IP must rise through. The second

stipulation involves the formal semantics of the logical form. Basically, sentences

such as

LJ -- I -- - . - -
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(19) Every flight to an eastern city was late.

where an eastern city is not iterated (i.e. all the flights go to the same city) are

accounted for by stipulating that the logical form be evaluated (i.e. its extension

calculated) in argument order. Hence, since flights to an eastern city is an

argument of the IP, it is evaluated before the iteration takes effect. Hence, an

eastern city is not part of the iteration. These two constraints are completely

unmotivated, but they do predict the quantifier scope correlations.

The most empirically accurate of the three theories is the lexical one. But the best

motivated one is the anaphoric theory. The only thing that prevents their combination

is a lack of certain crucial anaphoric data. The last section details this problem.

However, ione of the three theories predicts the data with an accuracy that

demands conviction. This could be due to incorrect theories. However, it is my belief

that the mismatch is due to the epiphenomenal nature of quantifier scope. People do

not do quantifier scope.
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2. 1 Dc: I : ton of the Major Correlations

Fill.! section Ireselts a (lescriptive account of the correlation of quantifier scope

Jud(liiieuts and syntactic structure. The account is divided into three parts. The first

c oni(ris the ifluence that articles have on quantifier scope. The other two parts

concern the positions of nps in syntactic structure. Part two describes how

embecldinq an rip in various constructions influences its quantifier's scope. The third

part discusses the influence that left-to-right ordering has on nps at the same level

of eminlbedding (eq. clausemate nps ).

The syntactic structures discussed are always surface structures, not deep

structuri's. Thus, for example, by the "object" of a passive sentence, I will mean

the np ,ippeariii directly after the verb, not the superficial subject.

The intuitions of tile informants will be described using two informal relations: the

different/per relation and the sane/per relation. I have found this presentation much

less confusinq than one based on predicate calculus. These two relations will be

defined by example. Consider this ambiguous sentence and its two interpretations.

(20) Ron talk to each woman about a problem.

f2Oa) a different proolem per woman
('O)) the same problem per woman

(2 1a) Vx:wornan [ 3y:problem Ron talked to x about y ]
(21b) 3y:problem [ Vx:woman [ Ron talked to x about y ]]

The (a) interpretation will be called the different/per reading, and (b) will be called

th same/per reading. It is convenient to consider these readings to be binary

relations between nps, ie.

(23) When "the same NPI per NP2" or "a different NPI per NP2"
call PNP1 the "subject" of the per relation, and
call NP2 the "object" of the per relation.

Thus one says "the np each woman is the object of the per relation of either

interpretation, and a problem is the subject." This nomenclature makes many

correlations much easier to describe.

9
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2.1 Correlations with Articles

Articles are a very important factor in the translation from surface structure to

logical form. It seems, moreover, that the effect of the object np's article on its per

relation is independent of the effect of the subject np's articie.

In particular, the object of the different/per relation oflen bears the article each,

while a(n) is often the article of the subject of a diflerent/per relation. These

observations are supported by statistical data gathered from a large corpus of

expository text. Since data from this corpus appears throughout this section, it is

worth a moment to discuss its preparation.

The text came from technical papers writte:i by people in the MIT Al laboratory.

Several corpora were used, of about 2000 sentences each, ThtL text was filtered to

remove sentences which could display neither per relation. Sentences with just one

np were removed. Assuming that objects of per relations must be plural, sentences

which lacked plural nps were removed. More controversialy, it was assumed that a

number marking on the subject of the per relation is necessary in order to get an

unequivocal judgment. So sentences which had neither singular nps nor nps with

numeric modifiers (eg. three, several, a few) were eliminated from consideration.

In one corpus, for example, this filtering left 121 np pairs to examine more closely.

After the text was filtered, the sentences were read carefully, and the np pairs

were assigned one of the two per relations. When I found it difficult to judge which

relationship an np pair had, I would look the sentence up in its context. If that failed

to disambiguate the interpretation, I would consult that sentence's author.1 Thus,

the readingls are "forced" intuitions, in the sense mentioned in the introduction.'

Figure 1 shows the distribution of per relations over the articles. The effect of

surface structure has been, hopefully, washed out -- the only constraint on the

1. On one occasion, the author intended the sentence to be ambiguous. The V3 reading was
most appropriate to the imrnediate context of the sentence, but the 3V reading was in fact
true as well. The idea that ambiguity is sometimes desirable challenges some deeply rooted
beliefs. In particular, an extreme version of this idea is that the quantifier scope problem is
not a problem; instead, our models of inference have a problem in that they prefer
unambiguous expressions.

-A&
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Fill. I. Correlations of the Per Relations with the Articles

The roris are the articles of the object np.
The colunins are the art icles of the subject nps.
The numerators are the numlber of di fferent/per readings.
The denominators are the sum of different/per and same/per readings.

a the one some several total

each 6/6 2/3 8/0 1/1 8/8 9/10

every 2/3 1/1 8/0 8/8 8/8 3/4

all 1/4 8/3 0/1 0/8 8/1 1/9

any 1/2 8/2 0/8 0/8 8/0 1/4

plural Ej/E8 1/27 2/5 0/2 88 12/94

total 119/75 4/36 21/6 1/3 8/1 26/121

surface location of the rips was that they occured in the same sentence. The

important points to notice are:90% of the time, nps with each were the object of

the different/per relation, not the same/per relation. 26% of the time, nps with a(n)

were the subjects of the different/per relation. 100% of the np pairs that had each

and a(n) as their articles had the different/per interpretation. And lastly, that 85%

o' the different/per readings had either an each on the object np, or an a(n) on the

st bject np. In short, among np pairs that can show a per relation, each and a(n)

mark the different/per relation while their absence marks the same/per relation.

The above correlation may be a side effect of a correlation between the articles and

the lexical content of sentences that determines quantifier scope judgments. It may

also be due to a correlation between articles and the positions of the nps in surface

structure. To determine the influence of the articles alone, groups of sentences were

constructed which controlled for lexical content and surface structure. For example

(24a) Tite club president splashed each member with a glass of champagne.
(24b) The club president splashed many of the members with several glasses of champagne.
(24c) The club president splashed all the members with a glass of champagne.

Since tle only difference between these sentences is in the articles of the two

nps, any variation in quantifier scope intuition must be attributed to the variation of

I I I h "
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the articles. However, since the quantifier scope judgment is so subtle, the way such

sentences are presented to the informant can have a large influence on the results.

After some informal experimentation, the following "flashcard" mode of presentation

was adopted.

Each sentence was typed on a file card, and submitted to the informant to be read

silently. This avoided any contribution that intonvtion might make toward

disambiguation of the sentence 1 . To avoid mental pollution from prior lexical contents,

informants were only shown one sentence from any given paraphrase set. To avoid

fatigue (and hostility!), informants were never asked to analyze more than five

sentences at a time.

The judgements were ellicited somewhat indirectly. I would start by asking the

informant to paraphrase the sentence. Often, this was enough to determine whether

they were giving the sentence a different per reading, or a same per reading. If their

reply was noncommittal, I would ask them questions, eg

Every guy kissed a girl.

(25a) Did they all kiss the same girl?
(25b) If there are 5 guys, how many girls does this imply got kissed?
(25c) Is there a different girl per guy?

Often, people would find these questions quite difficult to answer. Even after

lengthy pondering, some people hadn't the slightest preference for one reading over

the other. These judgements were counted as half different/per, half same/per in

the total.

The results cf such presentations are indicated below by appending to the front of

each sentence the percentage of the informants who thought the sentence tended

to have a different/per relation, rather than a same/per relation. For example, the

results of the paraphrase group cited above, and another one very much like it, are:

1. Anthony Krock claims that an intonation break, such as a slight pause, prevents an np
following the break from including an np preceding the break within its scope. See Krock
1974.

,,____._____



- 23 -

2ba) K% The c p. splashed each member with a glass of champagne.
(26h? 30% The c.p splashed all the members with a glass ot champagne.
(26c) 50% The c.p. splashed many of the members with several glasses of champagne.

Q 7 a) 90% The c.p. splashed a glass of champagne over each merber.
(27) 0% The c.p. splashed a glass of champagne over all the members.
(27c) 0% The c.p. splashed several glasses of champagne over many of the members.

These percentages should not be taken too literally. The addition of another couple

of juidgments sometimes made the percentages swing up or down by 6 or 10

percentaoe points, but rarely by more than that.

The results of these two groups, and many others, support several generalizations.

First, the articles of the objects of the per relations can be arranged in a hierarchy:

(2-) each > every > all of the > all the > other plural articles

The hig(her an article on the hierarchy, the greater the likelihood that its np pair will

have a (ifferent/l)er reading. This hierarchy has been seen before in the linguistics

literature (e(). loup 1976). It is known to model the acceptability of nps when they fill

certain arguments of certain "collective" predicates, such as meet, swarm,

gather. embrace, etc. The following example illustrates how the hierarchy predicts

the acceptability of various nps as the subject of meet.

(29) * Each man met.
*? Every man met.

?' All of the men met.
? All the men met.

The men met.

The explanation for this variation is based on two assumptions. First, an np can be

interpreted either "collectively" or "distributively". Loosely speaking, the collective

interpretation of an np yields a set, while the distributive interpretation yields a

quantified variable, ranging over individuals. The articles Influence whether an np will

receive the collective or the distributive interpretation. In particular, the higher on

the hierarchy an article is, the more its np tends to receive the distributive

interpretation. In particular, each nps are always distributive, and the nps are almost

always collective.

The second assumption is that certain predicates require certain of their arguments

to be a set in order to make sense. For example, when meet is used Intransitively,

I .h
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as in

(30a) * The man met at the pub.
(30b) The couple met at the pub.

(a) is unacceptable because it takes two or more men to make up a meeting. But (b)

is acceptable, because it meets this selectional restriction.

If one assumes that a distributively interpreted np has the same semantic features,

so to speak, as it would have if its article were the singular the, then the varying

acceptability of (29) is explained. Such an assumption also explains the following

contrast.

(3 1a) * Each man met at the pub.
(31b) Each couple met at the pub.

(a) is bad because (30a) is bad. (b) is acceptable because (30b) is acceptable.

Now, to explain why the hierarchy also correlates with the different/per reading, one

needs the following stipulation:

(32) If an np is the object of the different/per relation,
then it must be interpreted distributively.

Thus, most different/per objects have each as their article because each most

clearly marks the distributive interpretation. That the distributive/collective

hierarchy is relevant to quantifier scope is thus the first observation one can make

concerning the articles.

A second observation is that definite nps are usually the subjects of the same/per

relation, rather than the different/per relation. The following example illustrates the

point.

(33a) 100% Little Billy received a toy from each of his aunts.
(33b) 0% Little Billy received the toy from each of his aunts.

(a) has a clear different/per reading. However, the definite article the in (b)

prevents this reading, resulting in a nonsensical same/per interpretation. This

observation is not particularly surprising. However, there turns out to be a dialect

that treats partitives (ie. nps of the form " <article) of <np)") as definite nos. In

- - - --- ,- - -I
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that dialect, partitives can not be the subject of the different/per relation.

The )artitive dialect shows up in

(34) O"0* Little B,1y received one of the toys from each of his aunts.

All the informants were quick and sure of their judgments on this sentence. But half

of them thought it was nonsense, and the other half thought it was a perfect

sentence. There were no long, head scratching pauses, nor complaints that "it really

doesn't say" or that "it depends on context", which usually accompanied the

annalysis of other ambiguous sentences. Moreover, the informants with same/per

readin(s on tis sentence tended to have same/per readings on other sentences

inv ivinq partitives. That the jud(Iments are rapid, and consistent across individuals.

is evidence of a partitive dialecti .

The partitive dialect has cropped up occasionally in the syntactic analysis of certain

constructions 2 such as

(35a) There was a dealer at the party.
(35b) T There was the dealer at the party.
(35) % There was one of the dealers at the party.

(36a) Speaking of the dealer, have you ever seen his car?
(36b) s Speaking of a dealer, have you ever seen his car7

(36c) % Speaking of one of the dealers, have you ever seen his car?

(37a) The book is John's.
(37b) s A book is John's.
(37c) % One of the books is John's.

(38a) Big as the demonstration was, the police maintained order.
(38b) * Dig as a demonstration was, the police maintained order.
(38c) % Big as one of the demonstrations was, the police maintained order.

where "%" indicates a dialect split. Such examples motivate describing the partitive

1. I'd like to suggest that dialectal variations, such as the partitive dialect, is excellent
evidence for the linguistic reality of the process that underlies the variation. Interestingly, in
all the data I have collected on quantifier scope, I have observed only this dialect, and another
dialect inol\,ing WH questions, which is presented in section 3. 1 have not found a dialectal
preference for, ray, the different/per reading, or surface ordering of quantifiers, or any rule
related to quantifier scope alone. I suspect that further research will never uncover a true
quantifier scope dialect.
2. See Stockwell 1973 page 118.

S ...........
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dialect with a feature that often crops up in the linguistics literature: specificity.

The basic idea is that all definite nps are specific, and some indefinite nps are

specific. Whether or not partitives are specific can vary across dialects, thus

explaining the (c) judgements. For example, existential there is taken to require a

nonspecific np as the object. Hence, (35a) is okay, (35b) is unacceptable, and (35c)

is okay only in dialects where partitives are nonspecific.

The specific interpretation can be defined, in a loose soit of way, in terms of the

presuppositions of np reference (Readers unfamiliar with the use of presuppositions

in the linguistic literature may wish to skip this paragraph). The presuppositions of

definite nps are separated into those that are unique to nps with true blue definite

articles, such as the, that, those, etc, and those presuppositions that are shared

by partitives as well. Let nps whose uniqueness and existence is presupposed, be

said to receive the "specific" interpretation. Both definite nps and partitives would

receive the specific interpretation. Other presuppositions, such as identifiability,

would be reserved for true blue definite nps alone. Thus, one would describe the

distribution of articles in the above syntactic environments by requiring the

appropriate np to have a specific interpretation or, in the case of (35), a

nonspecific one. The dialectal variations of the (c) sentences are easily explained

by whether or not the informants give partitives a specific interpretation.

Although the notion of presupposition may not be a good way to think of the specific

interpretation, the interpretation itself Is just what is needed to describe the

influence of certain articles on quantifier scope judgments. One simply replaces the

original observation that definite nps can only be the subjects of sameiper relations,

with the following stipulation;

(39) If an np is the subject of a different/per relation, then
it must receive the nonspecific interpretation.

In the partitive dialect, partitives are specific and hence can be only same/per

subjects. On the other hand, nps with the article a(n) are almost always nonspecific.

Hence they very frequently occur as the subjects of different/per relations.

Although it is tempting to form a specific/nonspecific hierarchy, I believe such a
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hierarchy would lie far less accurate than the distributive/collective hierarchy l .

Specificity depends too strongly on things other than the np's article. For example,

the first np of a clause is almost always specific, regardless of its article. Indefinite

nps with a great deal of descriptive content, such as long relative clause modifiers,

tend to be specific. The adjectives certain and particular often bias their nps

toward a specific interpretation. But despite its context dependence, the specific

interpretation plays an important role in certain theories of logical form, as will be

seen shortly.

To summarize, the influence of articles can be described with the aid of two binary

distinctions, the collective/distributive interpretation and the specific/nonspecific

interpretation. In order to have a different/per relation, the object must be

distributive and the subject niist be nonspecific. Otherwise, the np pair receives a

sarne/per reading. Distributive interpretations are correlated with a simple hierarchy

of articles:

(40) each > every > all of the > all Ihe > other plural articles

The specific/nonspecific distinction can not be so simply described. However, a(n)

is usually nonspecific, and definite nps are almost always specific.

2.2 Assumptions Begarding Specificity and Distributivity

In the previous section, specificity and distributivity were shown to be important

correlates of quantifier scope intuitions. Since the theories to be presented make

heavy use of these notions, this section has been provided to clarify them, and

indicate tWair relationship to other kinds of np interpretations.

ThrouqIhout the rest of this report, it will be assumed that the three article features

1. Georgelte loup (loup 1975) has proposed a hierarchy that combines the object and
subject articles. Unfortunately, she was unable to place the indefinite singular articles, a(n)
and some, in her hierarchy. The preferences regarding the indefinite plural articles can
probably be explained in ternis of pragmatic content -- loup herself observes that the
nuroerousity of the article affects quantifier scope preferences (ie. many is greater than a
few, so it has a stronger tendency to be involved in a same/per readings). In short, there
little reason to believe that loup's hierarchy captures inherent variations in the specificity of
indefinite articles.

- - - - - - i - roll ._ _ .. .- - - _ _
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(41) distributive / collective
specific / nonspecific
definite / indefinite

are independent, even though of the eight possible feature combinations, two are

quite rare in English, namely definite/nonspecific/distributive and

definite/nonspecific/collective. However, a significant theoretical economy Is

realized by considering all eight combinations to exist in principle. 1 Figure 2 has

examples of all eight combinations.

It should be noted that some sort of pseudo-anaphoric modifier Is necessary to

create a nonspecific definite np. The reader may have noted the use of previous

and associated in the figure. These modifiers bring the relationship between the two

rips of the different/per relation perilously close to anaphora, intuitively. If the

relationship is indeed one of anaphora, and not quantifier scope, then the argument

that nonspecific definite nps exists breaks down.

In one corpus of natural text, five examples of definite nps as subjects of

different/per relations occurred. Two used the adjectives previous and

corresponding. The other three rips, underlined, occured in

(42a) The packets associated with each active node are shown after
the node description followed by a slash.

(42b) For each sequence, that critical displacement for which the
locally parallel pairings were just perceptible was determined.

(42c) At each point in the parsing process, the parser executes the action
of the rule of highest priority whose pattern matches.

These sentences all have different/per readings, with the underlined nps as the

subjects of the per relation. But parts of the nps' descriptions, especially in (a),

seem to verge on coreferring with the each np. So the character of the internominal

relationship -- anaphrora or quantifier scope -- is somewhat indeterminate. It seems

difficult, therefore, to show that true blue nonspecific definite nps exist. On the

1. The eight combinations do not exhaust the number of ways to interpret rips. The generic
interpretation, for example, isn't represented. Note also that the distributive/collective issue is
moot when the np has a singular determiner.
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Fig. 2. Eight Combinations

Spec Distri Def Example

+ + + Each day, each aiL kisses a boy.
(same girls per clay, different boy per girl)

+ + - Each lay, certain Uiris try to catch a boy and kiss him.
(same girls per clay, different boy per girl)

+ - + Each year, a cruise to those ports makes an

extraorcinary profit.
(same ports per year, same cruises per port)

+ - - Each year, a cruise to several particularl4 exotic ports
makes an extraordinary profit.
(same ports per year, 5ame cruise per port)

- + + For each node, the associated packets contain a packet
mother that knows the name of the node.
(different packets per node, different mother per packet)

- + - Each lay, mang gils try to catch a boy and kiss him.
(different girls per day, different boy per girl)

- + Each node is linked to the mother of the previous nodes.
(different previous nodes per node, same previous
nodes per mother)

Each clay, a cruise to exotic foreign ports leaves
Commonjeal th Pier.
(different ports per clay, same cruise per port).

Using the folloting tests:

1. If NP2 is not a PP or possessive modifier of NP1, and
their interpretation is that there is a different NP1 per NP2,
then NP1 is nonspecific and NP2 is distributive, (see section 2.1)

2. If NP2 is a PP or possessive modifier of NPI, and
their interpretation is that there is the same NP1 per NP2,
then NP2 is collective. (see section 4.2)

3. If NP2 is a topicalized time adverb with the article each,
and NPI is in the subject of the clause, and the tuo rips have
the same/per interpretation, then NP1 is specific.

VOW
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other hand, no one knows how to capture the subtle kinds of anaphora that link the

modifiers of (1)) and (c) to their each nps. So, it is not unreasonable to call their

relationship "quantifier scope" and use nonspecific definite nps in our logical form to

capture such d9pendencies.

It should be pointed out that specificity also figures in discussions of negation and

opacity. However, it may turn out that the sort of specificity that conditions

quantifier scope is different from the specificity that conditions negation and

opacity. For example, if there are four distinct interpretations of

(43) Each sister wants to have a MIT prof over for supper.

namely,

(44a) They both want to dine with Jon, who is an MIT prof.

(44b) Connie wants to invite Jon to supper, and Ilene wants
to invite Ira, who is also an MIT prof.

(44c) They both want just one MIT prof at the dinner party,
but they don't care who.

(44d) Connie and Ilene each want to be allowed to invite a
different MIT prof over, but they haven't decided which
ones to invite yet.

then opacity and quantifier scope intuitions are independent. The four readings

correspond to the four possible combinations of the two per interpretation with the

transparent/opaque distinction. So in (c), for example, a MIT prof could be

specific to quantifier scope, since (c) is the same/per reading, but nonspecific to

opacity, since (c) is the opaque reading of want's complement. The question is, do

the syntactic features that correlate with quantifier scope specificity (eg.

definiteness, length of descriptive content, surf ace grammatical role, etc.) also

correlate with opacity judgements? It so, then there is only one kind of specificity.

Since this question is as yet unanswered, one should allow the possibility that there

may be two kinds of specificity, and take "specificity" In the sequel to refer only to

the kind of specificity that Is correlated with quantifier scope judgements.

JA
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Z,3 Correlations with Embedding, Constructions

Althouqh less influential than articles, the relative "depth" of nps in surface

structure also effects which per relation will be reported. All types of np-embedding

constructions are, in a sense, related. In particular, embedding an np in a clause, and

embedding it in a prepositional phrase, are just two ends of the same scale. This

point is clearly demonstrated w.ith groups of paraphrases, such as the one shown in

fi(gure 3.

In all the sentences, the subject of the per relation is a np which is modified by an

embedding structure that contains the object of the per relation. The figure shows

that when the embedding structure is a clause (ie. a full relative clause, abbreviated

as FRC in the figure), the np pair uniformly receives a same/per interpretation. On

the other end of the scale, where the embedding structure is a determiner (ie. a

possessive np, "det" in the figure), the np pair always receives a different/per

Fig. 3. Correlations with the Form of NP Modifiers

W i t n each embedded:

FRC: 0, At the conference yesterday, I managed to talk to

a quy u1ho is representing each rai rubber producer in Brazi I.

RRC: 50% At thie conference yesterday. I managed to talk to
a guy representing each raw rubber producer in Brazil.

pp: 100% At the conference yesterday, I managed to talk to
a representative from each raw rubber producer in Brazil.

det: 1007. At the conference yesterday, I managed to talk to
each raw rubIber producer's representative.

With every embedded:

FRC: 87, At the conference yesterday, I managed to talk to
a guy who is representing every raw rubber producer in Brazil.

RRC: 8% At the conference yesterday, I managed to talk to
a guy representing every raw rubber producer in Brazil.

pp: 85% At the conference yesterday, I managed to talk to
a representative from every raw rubber producer in Brazil.

det: 100% At the conference yesterday, I managed to talk to
every raw rubber producer's representative.

Warr
I -| • == "
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reading. In the middle of the scale, where the embedding structure is a gerund or a

prepositional phrase, the sentences are more ambiguous. The gerund embedding (ie.

reduced relative clause, RRC in the figure), tends to have a same/per reading, while

the prepositional phrase tends to have a different/per reading.

The four forms of np modification can be arranged in a hierarchy according to their

I # ,dency to occur with the different/per relation:

(45) determiner > pp > gerund > clause

This hierarchy, which will be henceforth be called the embedding hierarchy, can be

seen in statistical data as well -- see figure 4. Unfortunately, embedding structures

containing the appropriate articles occurred too sparsely to verify much of the

hierarchy.

Figures 1 and 4 show that the influence of the embedding hierarchy is less than the

influence of the distributive/collective hierarchy. Reducing an each to an every has

more effect (delta = 36% for statistical data, 63% for paraphrastic data) than

reducing a pp to a gerund (delta = 26% for statistical data, 47% for paraphrastic

data). It would be interesting to construct a more extensive comparison of the two

hierarchies.

Fig, 4. The Embedding Hierarchy in Statistical Data

different/per both per percentage
readings readings dif./per

Embedded each
FRC 0 1 0%
RRC 3 5 60%
pp 6 7 86%

Embedded every
FRC 8 8
RRC 0 1 8%
pp 2 4 58%

Embedded all
FRC 8 0 -
RRC a 8 -

pp 3 14 21%

I-IVOO 
•
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Embdlding constructions that mo(fy rips are only one kind of embedding

construction. But the embeddinq hierarchy can be seen in other kinds of embedding

constructions as well. Figure 5 presents a group of sentences that have various

forms of nomializations as their subjects. Again, a hierarchy is evident, with

possessive np nominalizations at the different/per extreme, and full, clausal

nominalizations at the same/per extreme. However, many of the sentences are

barely acceptable as English sentences, making this data somewhat unconvincing.

The unacceptability seems unrelated to the per relation, however, since the

sentences still sound odd when the deinonstrators is substituted for each

deznonwstrator. Further investigation is advisable before extending the embedding

hierarchy to cover nominalizations.

2A.4 The Asyinmetry of Embedding

So far, all the embedding examples have embedded the object of the per relation,

and placed the subject np outside the embedding construction. When these

positions are reversed, a hierarchy is again evident:

Fig. 5. The Embedding Hierarchy and Subject Nominalizations

Lecical Nc:'min l i zations
i00"4 Each demonstrator's release required a short hearing.
100% The release of each demonstrator required a short hearing.

Gerund Nominalizations
100" Freeing each demonstrator required a short hearing.
1004 Each demonstrator's being released required a short hearing.
71% The court's freeing each demonstrator required a short hearing.

Infinite Nominal izations

71% To free each demonstrator would have required a short hearing.
72% For each demonstrator to be released would have required a

short hearing.
50% For the court to free each demonstrator would have required a

short hear i ng.

That-S Nominalization
* That the court release each demonstrator would require a short

hearing.

a
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(4 6a) 66% Striking airline workers forced severai major airlines to
cancel every fihght which was going to an eastern airport today.

(46b) 25% Striking airline workers forced several major airlines to
cancel every flight going to an eastern airport today.

(4 6c) 0% Striking airline workers forced several major airlines to
cancel every flight to an eastern airpo-t today.

(46d) 0% Striking airline workers forced severa major airlines to
cancel an eastern airport's flights today-

Here, the object np an eastern airport has been embedded relative to the subject

np every flight. This hierarchy is the reverse of the one found when it was the

object np that was embedded. In this hierarchy, the clausal embedding enhances the

different/per interpretation instead of the same/per relation.

If the per relations are represented in predicate calculus, then it is easy to state a

generalization that covers both hierarchies. Let 0 be either the universal or

existential quantifier, and let R be the other -- ie. the existential or universal

quantifier, respectively. The correlation of quantifier scope readings and the

embedding hierarchy can be stated as:

(47) Let X be the category of a phrase that embeds Q but not R.
The higher X is in the embedding hierarchy

determiner > pp > gerund > infinitive > finite clause

the stronger the tendency to interpret R as being inside the scope of Q.
Conversely, the lower X is in the hierarchy, the stronger the tendency
to interpret Q as being inside the scope of R.

The most theoretically interesting aspect of this statement is its symmetry. That Is,

the rule can not distinguish the case where the embedded np is distributive (the

universal quantifier) from tile case where the embedded np is nonspecific (the
p

existential quantifier). This symmetry turns out to be tremendously important In the

theoretical discussions that follow, and so deserves a closer examination. It turns

out that there are several places where the data is not in fact symmetric.

The first asymmetry is apparent in the relative clause data just presented. At the full

relative clause end of the embedding hierarchy, one generally finds 100% same/per

readings with embedded each. With embedded a(n), one would expect 100%
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(hffuerent/ptr readin(is. 1Bot in fact, the preference is consistently less -- hovering

near two thirds. One natiral text corpus had six full relative clauses with plural

heads and enil)elIed inetinite rips. Of these six, only four had a different/per

readiini. Tluis, for nonspecifics, the embedding hierarchy seems to run from 0% to

667% different/per. while for each, it runs from 0% to 100% same/per.

Another asymmetry occurs when the embedding construction does not modify the

dfistr(hutave tp. Nominaoliations and complements are embedding structures of this

kind. In these constructions, the form of the embedding constituent has little effect

on the preference for per/relations. If it has any, it is the opposite of that predicted

by tlw hierarchy! In the followinq example, the form of the verb phrase complement

is varied.

F, a) . Ftich s(rctary rerrinded rre about the scheduling of an appointment.
6)% Each ,ecretary reminded me about scheduling an appointment.

(;-c) -5". Ea(h secretary.rerminded re to schedule an appointment.
(46hd) 16% Each secretary reminded me that I should schedule an appointment.

The embeddinig hierarchy predicts an even variation: (a) should be close to 0% and

(d) should be close to 66%. But the correlation, if any, goes the other way. When

each is embedded in non-modifying constructions, as in figure 5, the embedding

hierarchy correctly predicts the readings. So here there is a clear asymmetry.

Returning to the modifying constructions, one finds a third asymmetry, this time

involvingI the articles of the head np. When each is embedded, the article makes

little difference in the readings:

(49a) 100% Yesterday at the conference, I managed to talk to
a representative from each raw rubber producer in Brazil.

(49b) 100% Yesterday at the conference, I managed to talk to
the representative from each raw rubber producer in Brazil.

(50a) 0% Yesterday at the conference, I managed to talk to a
who is representing each raw rubber producer in Brazil.

(50b) 0% Yesterday at the conference, I managed to talk to the yy
who is representing each raw rubber producer in Brazil.

Replacing the nonspecific article a with the specific article the makes no difference.

i, A&
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This is a consistent counterexample to the generalization that the subject of the

different/per relation must be nonspecific.

However, when it is a nonspecific np that is embedded, the articles obey the

generalization.

(51a) 0% Striking airline workers forced several major airlines
to cancel every lih to an eastern airport today.

(51 b) 0% Striking airline workers forced several major airlines
to cancel some h to an eastern airport today.

(52a) 66" Striking airline workers forced several major airlines
to cancel every Lioht which was going to an eastern airport today.

(52b) 0% Striking airline workers forced several major airlines
to cancel some tb that were going to an eastern airport today.

Replacing the distributive every with the collective some destroys the different/per

intuition of (52), just as the generalization predicts. So here we have a third

asymmetry.

These asymmetries suqgest that (47) is not a good way to describe the influence of

embedding on quantifier scope. It appears that separate rules will be needed for

embedded each and embedded a(n).

2.5 Correlations with Surface Order

When neither np is more deeply embedded that the other, as for example when the

two nps are clausemates, their surface order seems to be a strong overall correlate

of the per intuitions. However, there are many interesting subregularities, as well as

a competing analysis that is just as empirically adequate as surface order.

If a distributive np precedes a nonspecific np in the word order of the sentence,

then the pair tends to receive a different/per interpretation. If their surface order is

reversed, then the pair tends to receive a same/per interpretation. As an example,

consider

-A-m________ _ _ _ _ __"



-37-

!3a) 102, The ( rvin, of each ue,.,vn from a block of wood
,. a rcqutreren of the course

4 531-J) E0% fine carving of a biock of wood into each of these ten designs
, a requirement of the course

Since each design and a block both modify the carving, they are at the same

level of embedding. Hence, the embedding hierarchy doesn't apply to this pair.

Lexical content alone would lead one to give (b) the different/per interpretation that

(a) has. However, the nonspecific np precedes the distributive np. Since this

ordering tends to be associated with same/per readings, fewer informants report a

different/per reading.

The clauseniate nps are the most common example of nps at the same level of

embedding. But with clausemates, it is not so clear that surface order is the best

correlate of quantifier scope. There is an equally good correlation with the following

hierarchy of clausemate positions, which I call the c-command hierarchy: 1

(55) prep )sed pp and topicalized np>
suh)jec. >
sentential pp and adverbial np >
verb phrase pp >
object

Proposed pps and topicalized nps occur before the subject, and are usually followed

by a comma: "For each positive integer, a unique factorization exists." A sentential

pp modifies the whole sentence, while a verb phrase pp modifies only the verb

phrase -- a distinction which is often too subtle to disambiguate. In general, the verb

phrase pps precede the sentential pps in a clause. Hence, this hierarchy differs from

surface order only in the last three places. That is, a hierarchy based on surface

1. Tanya Reinhart defined the idea of c-command and used it to reformulate Lasnik's
Non-coreference rule (see section 4). She also claimed that c-command is better than surface
order in predicting quantifier scope judgments. However, she was forced to calculate
c-command with respect to the pp containing the quantified np, when there is such an pp,
rather than the np itself (see Reinhart 1976, footnote 11, page 209). This modification results
in a three layer hierarchy:

(56) preposed sentential pp, left dislocated np >
topicalized np, preposed verb phrase pp, subject, sentential pp >
object, verb phrase pp

The c-command hierarchy given above is a refinement of Reinhart's hierarchy.

i i - -.------..-
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order would be

(57) preposed pp and topicalized np >
subject >
object >
verb phrase pp >
sentential pp and adverbial np

The order of the last three items is the reverse of their order in the c-command

hierarchy.

The interpretation of the c-command hierarchy is as follows: If a distributive np is

higher on the hierarchy than a nonspecific np, a different/per reading is predicted. If

the nonspecific np outranks the distributive np, the same/per reading results. If both

nps have the same rank in the hierarchy, then a different/per relation is predicted.

Note that surface order doesn't matter in this case -- eg. reversing the order of two

verb phrase pps will not affect the quantifier scope judgments.

The statistical data support both c-command and surface order equally well. The top

part of figure 6 shows the correlation of per judgments with surface order. Of 50

clausemate np pairs, surface order correctly predicted the readings of 42. The

bottom part of the figure shows the correlation of the same judgments with the

c-command hierarchy. C-command also correctly predicts 42 out of 50 judgments

(but not- the same 42, of course). Thus, the statistical data that I have gathered

doesn't decide the issue.

Unfortunately, paraphrastic data is similarly indecisive. For example, the judgments

on the familiar examples

(58a) 50% Ron talked to each woman about a problem.
(58b) 50% Ron talked about a problem to each woman.

(59a) 75% Ron talked to a woman about each problem.
(59b) 80% Ron talked about each problem to a woman.

are independent of surface order. Since both pps are verb phrase pps, the two nps

are on the same rank of the hierarchy. Hence c-command successfully predicts the
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Fig;. 6. Correlations with Clausenatcs

Acrcs5,: the priston ,f the nonspecific np (a(n) and cardinal articles)
Dowir): the posit ion of the cJistritbutiv? nip (each and every)
N\:rl mepan-, N different/per readings and M1 same/per readings

A perfect correlation would be indicated by all entries above the diagonal
tbeiric N:43, and ail entries below the diagonal being 8:11.

Siurf ace Order:

preposed subject object verb phrase sentential
pl) & np p2p pp flp

lEpr psed - 5:0 4:1 1:0

object - 0:1 - 1:1 -

verlb phrase - 0:2 1:0 - -

pp

'Sentential - 1:0 1:0 - 2:8
pp 1 & n 1

C-cornma nd:

preposed subject sentential verb phrase object
pp np pp rip p

p~r eloseci 5 :0 1-.8 4:1
Ipp & rip

Sul)j ect -- 1111:1 14:1

sentential -1:0 2:0 -1:

pp & np

verb phrase 0 :2 - -1:8

pp & np

object 0 :1-1:
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data. On the other examples, such as

(60a) 66% The club president splashed a glass of champagne over each member.
(60b) 82% A glass of champagne was splashed over each member by the club president.

the c-command hierarchy predicts a dramatic decrease in the strength of the

different/per reading as the nonspecific np is moved from object to subject, that is,

from beneath the distributive np's rank to above it. But this dramatic decrease Is not

evident in the data. On the other hand, the relative surface order of the nps has not

changed. Thus surface order correctly predicts the similarity in judgments. In short,

paraphrastic data doesn't decide the issue either.

Surface order has a practical advantage over c-command. C-command depends

critically on the details of constituent structure, whereas surface order does not. In

particular, it is difficult to know whether to attach a pp to the clause or to the verb

phrase. Hence, it is not always clear which prediction the c-command hierarchy is

making, because the syntactic analysis is ambiguous. Surface order, however, always

makes unambiguous predictions.

The symmetry issue is complicated with clausemates because it is the relative order

(or rank) that matters. Thus, asymmetric rules, such as

(61) If the distributive np precedes the nonspecific np, then
they have a different/per reading; otherwise, they have a same/per reading.

makes the same predictions as the following symmetric rule, written In terms of

predicate calculus:

(62) The order of nesting of quantifiers in the logical form is the

same as the relative order of the corresponding nps in surface structure.

This rule is symmetric since it doesn't distinguish the existential from the universal

quantifier, and it doesn't distinguish the different/per from the same/per reading. But

both rules make the same prediction for the general correlation of quantifier scope

and clausemate np positions. Because the correlation is founded on the relative order

(or rank) of the nps, it can't help decide the symmetry issue.

--7- - - -!| --
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2.6 Suiinmary

This section has reviewed three basic influences on quantifier scope judgments.

First, the contribution of articles can be described in terms of the

collective/distributive distinction, and the specific/nonspecific distinction. These

two distinctions are related to quantifier scope judgments by the following rule:

(63) It a pair of nps receives the different/per reading, then
tne object of the relation must be distributively interpreted,
and the subject must be nonspecifically interpreted.

The distributive hierarchy,

each > every > all of the > al; the > other plural articles

neatly correlates the articles of an np with its tendency to take the distributive

interpretation, rather than the collective interpreMation. No such hierarchy exists for

the specific./nonspecific distinction. Instead, ad hoc rules are necessary -- eg. a(n)

is usuially nonspecific, definite articles are almost always specific.

The second major correlation concerns structures that embed an np. When one np is

more deeply embedded than another, the category of the embedding node

determines how easily the embedded np's quantifier may include the other np's

quantifier in its scope. But this tendency is asymmetric -- it seems to matter whether

the embedded np is distributive (ie. has a universal quantifier) or nonspecific (ie.

existential quantifier).

For eml)edlded distributives, the categories fall into a neat hierarchy,

(65) determiner > pp > gerund > infinitive > finite clause

which is called the embedding hierarchy. The higher the embedding structure lies on

the hierarchy, the greater the tendency for the embedded quantifier to scope the

non-embedded quantifier. Conversely, the lower a form on the hierarchy, the greater

the tendency for the non-embedded quantifier to contain the embedded quantifier In

its scope.

For embedded nonspecifics, the embedding hierarchy describes the correlation when

I I I I I A&
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the embedding construction modifies the distributive np. But when the embedding

construction does not modify the distributive np, there is very little correlation of

quantifier scope with the form of the construction.

Third, when neither np is more deeply embedded than the other, the order of the

nesting of their quantifiers is the same as their relative surface order. However, the

quantifier order is equally well correlated with relative rank on the c-command

hierarchy:

(66) preposed pp, topicalized np >
subject >
sentential pp, adverbial np>
verb phrase pp >

object

Because it is the relative surface order (or c-command rank), it is impossible to judge

whether this correlation is symmetric or asymmetric.

r -'i r ---
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3. A Transformational Theory of Quantifiez Scope

This section examines the proposal that certain rules governing syntactic

transformations also predict the quantifier scope correlations. The following two

sections examine the similarity of quantifier scope to pronominal coreference and to

lexical composition.

The importance of this exercise is not to find the most empirically adequate

description of quantifier scope. As will be seen shortly, the description given in the

previous section is much more accurate than any of the theories to be presented.

The point is to find the theory with the most independent evidence for its rules. In

this way, one comes closer to describing deeper processes, processes that cause

both syntactic structures and quantifier scope judgments to have the form they do.

3.1 The Conditions on Proper Binding and Subjacency

Robert May has formulated a theory of quantifier movement within the framework of

Chomsky's trace theory (May 1977). Trace theory differs from older versions of

transformational grammar in that the transformations are extremely simple, but are

subject to constraints that prevent generation of ungrammatical surface structures.

For example, the rule that forms WH questions is stated as

(67) Move WH into COMP

Wil matches phrases like which idiot, whose uncle, in which hand, etc. COMP

is short for ".complementizer", a node, usually empty, that immediately precedes the

subject of every clause.

To prevent such derivations as

(68) [WH idiot] told Chicken Little the sky was falling.

[] told Chicken Littlq [WH idiot] the sky was falling.

where the WHi np Is moved into a COMP node that is lower than itself, one invokes

the Condition on Proper Binding:
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(69) Condition on Proper Bindinp
Every variable fillng an argument position of a predicate
must be properly bound.

(70) Properly Bound
A variable is properly bound by a binding phrase X if and only if
it is c-commanded by X.

(71) C-command
A phrase X c-commands a phrase Y if and on;y if every branching node
(ie. a node with more than one daughter) that dominates X also dominates Y,
and X does not dominate Y.

Although we will be more interested in how tie Condition on Proper Binding effects

quantifier scope, it will be illustrated with the WH example above.

Move-WH is a rule that maps deep structure into surface structure. The "variable"

of the Condition on Proper Binding refers to the "trace" which, it is postulated, is left

behind whenever movement rules operate. Traces are "bound" to the moved phrase.

As an illustration of these definitions, consider the two possible surface structures

resulting from the application of move-WH on deep structure (a) of figure 7. In (b),

the WH np has moved into the main clause's COMP while in (c), it has been moved

into the subordinate clause's COMP. In (b), the WH np c-commands its trace. In (c), it

does not. Hence, the trace in (b) is properly bound, while it is not properly bound in

surface structure (c). The Condition on Proper Binding marks (c) as unacceptable.

May's rule is simply stated. It is called QR:

(72) Adjoin Q to S.

"Adjoin" means Chomsky adjunction: make a new S node, with 0 and S as its

daughters. 0 matches quantified nps, such as some idiot, each egg, two

chickens, an exam, etc. Note that the rule mentions S, the clause's category,

explicitly. As will be seen shortly, May's whole theory turns on distinguishing the

clause from all other constituent types.

Unlike move-WH, OR maps surface structure into logical form. Essentially, it builds

quantifier prefixes for the clauses in the sentence. Figure 8 shows its application.

Logical forms (b) and (c) are the results of two possible applications of OR to

surface structure (a). May postulates that the Condition on Proper Binding applies to

t -- A
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Fig. 7. The Condition on Proper Binding Constrains WH Movement
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logical form as well as surface structure. Hence, (c) is marked as ill formed, since

some idiot doesn't c-command its trace.

In addition to ruling out obviously absurd logical forms like (c), the Condition on Proper

Binding accounts for the observations involving quantified nps embedded in a PP. This

will be illustrated with the sentence

(73) A representative from each producer spoke witn re

whose surface structure is shown in (a) of figure 9. Since the sentence has two

quantified nps, a representative and each producer, OR applies twice. But there

are no constraints on which np is moved first. Thus, both logical forms (b) and (c) can

be generated. Here, the bindings of the traces are indicated by coindexing. NP 1

c-commands t I in both (b) and (c), but NP2 c-commands t 2 only in (b). Hence, the

Condition on Proper Binding rules out (c) as a possible interpretation of (a).

One miglt ask what expressions (b) and (c) mean. It turns out that if one ignores the

syntactic categories, and concentrates only on the branching structure, May's logical

form is a form of typed predicate calculus. In fact, it is nearly identical to the one

used by Woods in the LUNAR system (See the appendix, and Woods 1977). In

expression (b), NP2 c-commands NP1 , so each producer includes a representative

in its scope. Ilence, it is predicted that (73) will receive an unambiguous

interpretation, with a different reprepentative per producer, which is in fact the

case. Thus, a constraint on syntactic transformations accounts for a semantic

correlation, namely the PP extreme of the embedding hierarchy.

The other extreme of the embedding hierarchy involves subordinate clauses instead

of subordinate pps. To account for this data, May invokes the Subjacency Condition.

This constraint upon syntactic transformations can be stated graphically as:
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Fg. 8. Subordinate Clause5 and QR
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Fig. 9. The Condition on Proper Binding Constrains QR
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NP1  VP

NP PP spoke with me

a repre- P NP2
sentative I

from A
producer

(b) SBAR

COMP S

NP2  S

each NPI  S

producer / /
NP PP NP VP

a repre- P NP tI  spWwith me

sentative I I
from t 2

(c) SBAR

COMP S

NPI  S

NP PP NP S

a repre- P NP each NP VP
sentative I I producer I Z

from t2  t1  spoke with me

,t .
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Ti e folowin iruclure is una(ceptable:

X

vwhere 131 and 82 are bounaing nodes, Y binds the trace t,
aind there is no trace bound to Y in 31.

For syntactic Aransformations, a boundin. node is usually taken to be any S or NP

node. May postiulates that, in the translatioo from surface structure to logical form, S

i5 the onily I)ouniiq node. If NP were a bound(hnoi node, then the expression (b) of

fiqure tl would he ruled out by the Subjacency Condition. This is a crucial point, one

that will be returned to in a moment: May's account of the embedding hierarchy rests

on th(e distinction between the S and NP categories.

In May's theory, subjacency is responsible for the unambiguous reading of

(7b) A nian who is representing each producer spoke with me.

The surface structure of this sentence is illustrated in (a) of figure 10. The two

logical forms that OR can produce are (b) and (c). The difference between (b) and

(c) lies in the location of NP 2 . In (b) it c-commands NP 3 , which would result in a

different/per reading, while in (c) it is adjoined to the subordinate S. In (b), there are

two S nodes between NP 2 and t 2 while in (c), there is just one. Hence, Subjacency

will rule (b) out, but not (c). This predicts that (a) is unambiguous, with the

interpretation that the same man represents all the producers, which is in fact the

correct prediction. In short, Subjacency explains why "quantification is generally

clatsebound", as the old slogan has it (Chomsky 1976).

With two constraints from syntax, May correctly predicts the extremes of the

embedding hierarchy. What can be said about the middle, eg. reduced relative

clauses and gerunds? A completely adequate treatment would predict that when the

embedding constituent has the shape of a verb phrase, then the judgment Is

ambiguous. Unfortunately, May's approach predicts an unambiguous interpretation.

.... _ ........
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Fig. 10. Subjacency Constrains QR

(a) SBAR

COriP S

NP 
VP

NP SBAR spoke with me

a man COMP S

Jho 1  NP VP

t 1  V NP

represents each
SBAR producer

_P2  S

each NP3  S
producer / /

NP SBAR NP VP/._ -/ I -,
a man COMP S t 3  spoke with me

JH1  NP VP

t1  V NP
(c) SBAR I I

7 represents t2
coriP S

NP3  S

NP SBAR NP VP
Z \,-. I

a man COMP S t 3  spoke with me

LJHI NP2

each NP VP
producer I / 'N.

t v * NP
I I

represents t2

7 - - -_ _ _ _



Which of the two interpretations -- like a subordinate PP or like a subordinate

clause -- depends on whether a reduced relative clause is analyzed as a bare verb

phraise, or as a clause with a null subject.

Consider the reduced relative clause

(76) A man representing each producer spoke with me.

If the reduced relative clause is analyzed as a verb phrase, as in (a) of figure 11,

then it can only have the loclical form shown in (b), since OR states that 0 must be

aljoimecl to an S -- adjoining to a VP will not do. Ilence, both tile embedded np and

the np molified by the reduced relative clause are adjoined to the only S there is,

iuiuuivly the nitrix S. lhe Proper Binding Condition forces the two to be nested as

slovii. I tlece, the hare verb phrase analysis of reduced relatives predicts an

uinainhiluuuus (lit ferent/per reating. The derivation exactly parallels the translation of

the subordinat Il 'P construction.

However, when the reduced relative clause is analyzed as a clause with a null

stibject, as shown in (c), then Subjacency forces an unambiguous same/per reading,

just as it did with full relatives. (d) shows the logical expression that is output.

May's approach, because it relies on the category S both in the statement of OR and

in the definition of Subjacency, can only represent ambiguity involving embedded

quiantifiers by the appearance or non-appearance of an S node. That is, he must

introduce a syntactic ambiguity to capture a quantifier scope ambiguity. Thus,

whenever an informant reports that, say, a reduced relative clause has an ambiguous

quantifier scope interpretation, the reduced relative would have to be given an
indoterminant syntactic analysis. This forces syntacticians back to the position held

by some descriptive grammarians, that gerund phrases are "half np, halt clause",

even in a single individual's grammar. Such a consequence is rather unwelcome.

L_.h
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Fig. 11. Two Analyses of a Reduced Relative Clause

(a) SBARA
COriP S

NP S 
VP

NP VP spoke with me
(b) SBAR / ',

/ 'I-, a man V NP
coMP s I

I/ repre- each
NP/ S senting producer
/ N

each NP2
producer V S

NP VP

a man V NP I

I I t2  spoke ith me
repre- ti
senting

(c) SBAR

COMP 

NP/N. v

NP SBAR spoke with me

a man COMP S

NP VP

(d) SBAR 
N

/ V NP

coMP s
repre- each

/P S senting producer

NP SBAR NP VPLA /'- I -
a man COMP S t2  spoke with me

S

each NP VP
producer /

V NP

representing t1

I I I I I I--- -- ~.--- -~- -- ----
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3.2 Asyinmetry

It was noted in section 2.4 that embedding a distributive np is not the same as

embedding a nonspecific np. When the embedding constituent is a clause, as In

(77a) 0% Yeoterda!, at the conference, I managed to talk to a guy
who is representing each raw rubber producer in Brazil.

(77b) 0% That each aide knew about the hush money was proved with a
,,e(retly taped conversation.

(78a) 66% Striking airline workers forced several major airlines to
cancel every flight which was going to an eastern airport today.

(78h) F,% Each secretary reminded me that I should schedule an appointment.

the informants have unambiguous same/per readings with (77), and ambiguous

readincls with (78). But May's theory predicts unambiguous readings for both (77)

and (78). To see why, consider the following schematic surface structures for the

(b) sentences:

(79a) (79b)
s S

a secretly each

taped con- sec.
each versation an appt.
a i de

Subjacency prevents the lower quantifier from moving into the upper clause. Hence,

the only possible logical forms are:

(80a) (88b)

Q o S

a s.t. each t -
co ver- aide
sation 0 S 0 S

each ta

aide appt.

Since the upper quantifier c-commands the lower one, the theory predicts

lj,-.- - -- --
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unaml)iguous per/relations. This is correct for (a), but (b) should be ambiguous.

The only way out is via article interpretation rules. To explain away the same/per

readings of (b), May could claim either that each secretary is collective or that all

appointment is specific. But this is a very powerful use of the article

interpretation rules. In fact, it is possible to do away with half the quantifier

movements, and use article interpretation to take up the slack. That is, the new OR

rule would raise only universal quantifiers, like each, and leave all other nps

untouched. Whenever the raised each np c-commands an indefinite, but the

sentence lacks a different/per reading, one would claim that the indefinite np has

the specific interpretation. A theory that is very similar to this is presented in

section 5.

3.3 The Interaction of QR aud WH

May chose not to model the influence of surface order on quantifier scope. That is,

when no np is more deeply embedded than the others, OR is unconstrained and

generates all the possible quantifier scope nestings. May claims that surface order

predicts the "preference" of one quantifier scoping over another, but that OR

predicts the "markedness" of one quantifier scoping over another (see his footnote

14, chap'ter 1). However, a comparison of the statistics in figures 3 and 4 shows

that the correlation of quantifier scope with surface order is somewhat tighter than

its correlation with the embedding hierarchy. Whether the distinction between

"preference" and "markedness" can stand in the face of such facts remains to be

seen.

There is, however, one case where May's approach does make a prediction: a WH np

is predicted to be outside of the scope of any of its clausemates. Consider the

sentence

(81) Which city has each burglar been assigned to?

whose surface structure appears in (a) of figure 12 (ignoring the passive). The only

logical form this sentence can have is (b). Because OR adjoins to S, and Move-WH

fills the COMP node, which always c-commands S, WH nps are predicted to be
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unacnii(ltiously outside the scope of all quantified clausemate nps. But this prediction

can not I)e validated.

In testing the sentences

(82a) Which (ity has each of the burglars been assigned to?
(S2b) Which .tate has each presidential candidate spent the most money on?

a dialect split was evident. Half the informants felt the sentences were just fine,

with the different/per reading, where each containes which in its scope. That is,

they understood the sentence as asking for a list. This is the opposite interpretation

from the one predicted by May's theory. The other informants rejected the

sentences. All of them complained that it was clear that the sentence was asking for

a list of cities or states, but they objected to the phrasing of the request. This

indicates that they had a pragiiatic preference for the different/per reading, but a

linguistic process was blocking this reading. The interpretation of these Informants

Fig. 12. Interaction of Move WH and QR

(a) SBAR

COMP S

NP, NP VP/__. /\
-hich each AUX VBAR

city hurglar /
was V PP

assign P NP
(b) SOAP I .1

/ \ to t1
Cotip S

NP, NP2  S

ih i ch each NP VP
city burglar I/

t2  AUX VBAR

was V PP

assign P NP
I I
to t 1

T I "
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supports May's theory.

But a simple dialect split is not the end of the story. When the WH questions were

embedded,

(83a) Woodward wanted Bernstein to find out which city each
of the burglars had been assigned to.

(83b) Woodward wanted Bernstein to find out which stale each
presidential candidate had spent the most money on.

the dialect split disappeared! All of the informants found the sentences quite

acceptable, and gave them a different/per interpretation. This result is opposed to

the predictions of May's theory. Moreover, counterexamples to May's claim even

occurred in natural text:

(84a) This knowledge breaks down into subcategories according to just
what time specifications are present on each instantiated frame.
-- different time specifications per frame

(84b) The following schematic definitions for descriptions show what properties
they can have, and what kinds of values each property can take.
-- different value types per property

In both sentences, the WH is inside the scope of the each . Hence, May's claim can

be refuted with naturally occuring counterexamples. Section 5 proposes a theory

that accounts for this dialect split, and its disappearance when the WH clause is

embedded.

May supports his analysis of the WH/QR interaction by noting that sentences like (a)

below sound much worse than (b)

(85a) , Which men in some city voted for Debs?

(85b) Which men in Cleveland voted for Debs?

He notes that (a) can not receive an interpretation by his rules -- the only way to

adjoin some city to S leaves it below which men in t, and hence the Proper

Binding Condition will mark the interpretation as unacceptable. However, all of May's

examples involve an indefinite quantifier. When definite quantifiers are embedded

1. Although these WH phrases are the heads of free relative clauses, not embedded WH
questions, they are still dominated by COMP, in the current version of trace theory.

i I i i 
i

his II I
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winder the WVI, as in

t,6) Which men in each city voted for Debs?

the ,,(!ntcne is fine. This !eads one to speculate that some functional explanation,

such as those )romulgated by Kuno arid the Prague linguists (Kuno 1975) might

account for the unacceptability of (85a).

3.4 Sumnary

May's theory ot quantifier scope is an important step forward. It uses two well

motivated rules of trace theory to account for the embedding hierarchy, a phenomena

that has previouisly been captured only with unmotivated, a posteriori rules. The

movement from description to theory, or if one prefers, to simpler, more encompassing

descriptions, is always welcome, since it paves the way to causal explanations.

The fact that May's theory ignores the influence of surface order on quantifier scope

should probably not he held against it. Since it allows all possible readings, a surface

order rule could be added to the theory to rule out the non-occuring readings.

However, it would probably be difficult to motivate such a rule, since transformational

qrainmarians have traditionally been reluctant to incorporate surface order into their

rules.

May's theory has a grave defect. Since the theory turns on distinguishing S from the

other categories, it is difficult to capture the ambiguity of the middle of the

embedding hierarchy. That ambiguity could only be captured by introducing a

syntactic ambiguity. There is second problem with reliance on S -- it predicts that a

WiH np is always outside the scope of any of its clausemates' quantifiers. But this

prediction is not veracious.

Lastly, the theory predicts that embedding an each np should be symmetric with

embedding an a(n) np. Since this is not the case, a powerful article interpretation

rule would have to be added to create the necessary asymmetry.

AA
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4. An Anaphoric Theory of Quantifier Scope

The idea that quantifier scope is a highly abbreviated form of anaphora has a strong

intuitive appeal. In the sentences below, one feels similar different/per relations as

the anaphora changes from explicit pronominal coreference, through more

abbreviated anaphoric constructions and finally arrives at a quantifier scope

sentence:

(87a) Each red node is attached to a node to the left of it.
(87b) Each red node is attached to a previous node.
(87c) Each red node is attached to an appropriate node.
(87d) Each red node is attached to a light blue node.

As the anaphora becomes more abbreviated, the pragmatic relation between the two

nps becomes less explicit and the reader becomes less certain whether they have a

different/per reading. It is clearer in (87a) than in (87b) that each red nod is

attached to a different node.

if quantifier scope is an abbreviated form of anaphora, one might expect rules that

constrain the coreference relation to constrain the per relations as well. Two

linguists, Keenan and Reinhart, have argued just exactly that (Keenan 1974,

Reinhart 1976). The following account is an amalgamation of their theories. It differs

from theirs in that it does not use traditional predicate calculus as the logical form.

Instead, it is based on Skolem form, a logical notation that is little known outside of

the theorem proving community.

4.1 Typed Skolem Form

When Frege invented predicate calculus (Frege 1878), he incorporated Into It two

basic ideas: First, the function/argument notation of mathematics should be used

instead of the subject/predicate notation of Aristotelean logic. Secondly, tree

structure and variable-binding operators should be used to explicate the scopes of

negations and generalities. Skolem fori retains the first idea, but modifies the

second. Indeed, it uses the the function/argument notation to replace part of the

scope notation.

I ~ 'r-ii '.. . .
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To converl predi(cate calculus to Skolem form, one replaces each existentially bound

variable by an anonymous function, whose arguments are the variables bound by

universdl (quantiliers that includ~d the existential quantifier in their scope. Thus, (a)

in predicate calculus becomes (b) in Skolem form:

-;a;) .' Vw Vy 3z P(v w x y z)

(iSb) P( fo w g(x) y h(w y)

The existential variables v, x and z have been converted to Skolem functions f. g

and I1.

The basic idea of Skolem form is to link each existential quantifier explicitly to the

Limversal (Itantifiers that scope it. 1hat is, when the quantifier order is Yx3y, y is

linked to x. But when the order is IyVx, y is not linked to x.

The linkaqe i., represented with the function/argument relation. That is, when y is

linkedi to x, it is represented as a function with x as its argument. Of course, Skolem

functions are in some sense just duimmies. Unlike ordinary functions, such as

"mnother-of" or "square-root", one can't compute the value of a Skolem function from

its aruiunients. Skolem functions are just a mechanism for representing quantifier

scope.I

Iuckily, the anaphoric theory of quantifier scope can be presented without

introcicing a complex new formal language. Just as May used, as his logical form, a

modified surface structure that can easily be converted to typed predicate calculus,

this section will use a modified surface structure that can be easily converted to

1. Most semantic net formalisms have used explicit links to represent quantifier scope, and
in that sense can be considered Skolem forms. On this, see Woods 1975, section F.

[A
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typed Skolem form. 2

In particular, the explicit linkage of Skolem form will be indicated by attaching extra

nominal modifiers containing dummy nps. If NP1 would be represented as a Skolem

function with NP2's bound variable as one of its arguments, then the logical form will

be

(90)

NP 2  /NP 1

NP SP

NP2

The nominal modifier SP (for "Skolem Phrase") dominates an empty np (or "trace" if

one prefers) that is coindexed with NP2. The SP node is included to make the

structure similar to the possessive and pp modifiers -- a property that will be useful

later.

Figure 13 illustrates how this logical form represents the per relations. (b) is the

logical form for (a) when it has the interpretation "Each frat brother dated a

different woman", since a woman has a Skolem modifier which is coindexed with

each (rat brother. Expression (c), on the other hand, lacks the extra modifier.

Hence, expression (c) means "All the frat brothers dated the same woman." A more

2. "Typed" Skolem form will be used instead of t',e usual, untyped Skolem form for the same
reason that May ufed typed predicat., calcu'Js instead of ordinary predicate calculus: it makes
the translation into logical form -; rnlp.er -he descriptive content of the quantified np is
translated into the type furction, t,',, reiabshing the range of quantification. Translation into
untyped logical forms requires introdicng senlential connectives. Compare the typed
predicate calculus of (b) with the untyped predicate calculus of (c):

(91a) Each boy k,--.ed a girl.
(91b) Vx:boy() [ 3y:girl() [ Y issed y
(91c) Vx [ boy(w) D 3 y [ giri(y) A [ x kissed y

Note that "boy" is a type function in (b) but a predicate in (c). This makes the translation into
(b) much simpler than translation into (c) (cf. Woods 1977). Similar similicity is realized by
using typed Skolem form instea i of ordinary Skolem form. However, since this report uses
modified surface structure as log cal form, the distinction between typed and untyped logical
forms is peripheral.

• • •i I iAM
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precise definition of the meaning of this logical form is the topic of the next section.

4.2 Tlie Svinant ics of Typ~ed Sliolein Form

Onie way to precisely commutnicate tie meaning of a logical notation is to give it a

formal semiantics. A formal semantics is an algonthm that, given an expression in the

loqlical form and n model of the world, calculates whether the expression is true in

the model. Such a semantics for typed Skolem Form is presented in the appendix.

The main iiisiqtit to be gained there can be Summarized in term of the per relations:

(92 If %P I ha~s a di!stributive interpretation, and is an
*df Jgir,,(nt of NI2 then t,(, intorroant will report a
cltf r( nt/pier rteauion hetween NPI and NP2.
COtherwise, the inforniint wi report a same/per relation.

(93)umt
U11 is an *arpurient of NFP2 if and only it

(o) NP I is an argument of NP2, or
(b) 14P I is coindexed with NP3, and NP3 is an *argument of NP2, or
(c ) kPI is an argument of NP3, and NP3 is an *argument of NP2.

(941) ill'urnent
I'JI is. an argument of NP? if and only if it is
the object of a pp, possessive or Skolem modifier of NP2.

"ar(Itiment" is just the transitive closure of the function/argument relation. Note

Fig. 13. Typ~ed Skolcin Form Expressions for the Per Relations

(a) Eacic frat lirother datedi a womian from the sorority.

f 1j S (c) S

VPNP VP

in Z -\
each V NP each V NP
fr-at I / N ~frat I / N.1
br o. da ted NP SP bro. dated NP PP

I L. / '*N
NP PP NP1  a woman P NP

a iioman P NP from the
I / sorority

from the sorority
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that the semantics of the logical form have been defined so that "argument does not

distinguish between empty nps coindexed with a distributive np, and the distributive

np itself. Hence, two expressions of the form

(g5a) (95b)
x X

NPI NP2  . .N '~

each NP SP NP PP
g irl Z 2  /.. I / \

a boy NP1  a boy P NP

each
girl

will both have the reading "different boy per girl" since NP1 is a *argument of NP2 in

both cases.

The definitions of argument and *argument make an empirical prediction. In fact, they

account for part of the embedding hierarchy. Whenever a distributive np is in a pp or

possessive modifier of another np, as in

(96) 1 talked to a representative from each producer.

then the construction has a different/per reading. Although it looks like we. have

accounted for a correlation "for free", this correlation was in fact a major

consideration in designing the formal semantics, which is in turn reflected in the

definitions above. Thus, the "meaning" for the typed Skolem form should be

subjected to the same empirical scrutiny as a translation rule.

The definition of *argument captures a generalization concerning the article

translation rules. It was noted in section 2.1 that specific nps can not be the

subjects of different (per relations. This generalization is easily captured with the

translation rule:

(97) A specific np can not have Skolem modifiers.

In section 2.4 it was noted that NP-PP constructions are consistent counterexamples

to the generalizalion that specific nps can not be the subjects of different/per

relations, since they may have a different/per reading even if the head np Is
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SpectifIC.

t,..1,ecj to a 1 ,,IrtICuLar representative of each producer.
every3

litt wlhn the tteneralizaton is accounted for by rule (97), such sentences are no

lonrfer cotinterexamples. [ven thouilh the representative can not have a Skolem

modifier, it qets its different/per interpretation via a regular modifier that contains a

dlistrilbutiwve rp.

rie (lefinition oit arciument nqikes a strong empirical claim that certain configurations

of per ri,lations can never occur. If an NP-PP construction does not have a

(liff,ri il/per readilng, tien the embedded np is not distributive. If it were

di'Atrdhitive. then it would necessarily have a different/per reading, since it is a

,orqliment of the otlier np. 1his claim can be substantiated with sentences like

(9,1) h crute to every Aegean port would require a port pass.

All informants agIreed that the same ship was gioing to all the ports. In addition, they

ajgroe(d that the same port pass would work for all the ports. Most people pointed out

that the latter was rather unusual. They would have expected a different port pass

per port, hut the sentence simply (lid not say that.

What seems to he going on here is this. A strong preference for cruises to visit more

than one port has forced every Aegean port to be interpreted collectively. If It

were interpreted distributively, then the informants would have a different cruise per

port, since the np every Aegean port is inescapably a 2argument of a cruise.

Hence, even if a port pass has a Skolem np modifier that is coindexed with every

port, it can not be the object of a different/per relation because every port Is

collective. Thus, the assumption that distributive arguments indicate different/per

readings accounts for the counter intuitive reading of (99).

Three empirical arguments have been presented that support the definition of

"argument and its association with different/per readings. This indicates that the

meaning (liven to the logical form is well motivated.

A% o
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4.3 Bound Quantifier Scope

The next few sections concentrate on constraints on the translation from surface

structure to logical form. It is shown that the rules that constrain anaphora also

constrain quantifier scope. In fact, given the logical form introduced above, one need

only replace the notion "coreference" with the notion "coindexing" in the rule

statements.

From the standpoint of constraints on rules, there are actually two kinds of anaphora

in English: bound and unbound. It turns out that there are also bound and unbound

versions of quantifier scope.

The paradigmatic cases of bound anaphora are the reflexive pronouns (herself,

himself. itself, etc.) and the reciprocal construction each other. The following

sentences illustrate the constraints on bound anaphora.

(000a) Herself slept.
(10Ob) * Each other slept.

(10 a) * Mary said that John talks to herself.
(101b) John said that Mary talks to herself.
(010c) * Tile men said that John talks to each other.
(fOld) John said that the men talk to each other.

(102a) * John talked to herself about Mary.
(1021b) John talked to Mary about herself.
(102c) * John talked to each other about the men.
(102d) John talked to the men about each other.

The first two examples, (100), show that a bound anaphoric element (eg. herself,

each other) must corefer with something or the sentence is unacceptable. The

sentences of (101) show that bound anaphoric elements must be cdausemates of

their antecedents (i.e. the np that they corefer with). The sentences of (102) show

that the antecedent must precede the anaphoric element. These constraints on

bound anaphora can be summed up in the following descriptive rule:

(103) If X its a bound anaphoric element, then
(a) X must have an np antecedent, and
(b) the antecedent must be a clausemate of X, and
(c) the antecedent must precede X.

The constraints on bound anaphora are actually much more complex than this (see
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dla(ki *odof ( 1 97 2), b~ut this rule is a gjood first order approximation.

The, hi)iitd formn of ciioiitifter scope is marked by placing each or apiece after an np.

For examp~le,

104 0) Tie wonien built two bookcases each.
1O04b) The women bought a bookcase apiece.

Stippose thal the np that has the each or apiece after it, also has a Skolem modifier.

The dummy ill of the Skolem modifier can be equated with the anaphoric element of

bound anoaphora. Thie following examples show that bound quantifier scope, as this

phenomena miqht be called, has the same distribution as bound anaphora.

O( a Iw WOo~ 1 ,iOKC.es each were btuilt.
0,)i,) * Iwo hook a,es apiece wete built.

lO16a) *Ilce wome~n said that John huilt two bookcases each
(1001) John raidl that the women built two bookcases each.
( 10c) * The wornen said that John built two bookcases apiece.

(U 06d) John said that the women built two bookcases apiece.

( 107a) * John talked about two issues each to the women.
(1071) John talked to the womt-en about two issues each.
( 1O7c0 * Jlohn talked about two issues apiece to the women.
H 0 7d) .John talked to the worren about two issues apiece.

The sentences (105) show that the Skolem np must have an antecedent, that Is, it

must be coiiidexed with some lexical upl. (a) lacks a star because its has a reading

where each is a quantificational adverb (see Keyser and Postal 1976 on Quantifier

Ftoatincq). (1 06) shows that the antecedent must be a clausemate of the Skolem

modifier. (10k') shows it must precede the Skolem modifier as well. In short, the

bouind quantification construction Obeys rule (103), with "coindexed" substituted for

"corel erence".

The uonacceptability of the starred sentences seems to me to be less pronounced

thani the tinacceptability of the corresponding anaphora sentences. This is consistent

with the claim that quantifier scope correlations are epiphenominal. The process that

constrains anaphora also constrains quantifier scope, but not as effectively.
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4.4 Keenan's Functional Principle and Partial Ordering

The most common form of anaphora is unbound anaphora. The paradigmatic examples

are the personal pronouns -- she, he, it, etc. This kind of anaphora is called unbound

because the antecedents can be just about anywhere. Indeed, antecedents for

some forms of unbound anaphora need never appear explicitly in the text. In the

example

(108) Jon wants to meet with you tomorrow. It ha. to be sometime
in the morning, because he's going sailing in 1:1e afternoon.

The antecedent of it doesn't actually appear in the text.

The current view of unbound anaphora is that there are rio rules which force two rips

to corefer, but there are rules which block coreference in certain situations.

Currently, there are three major rules known to block unbound anaphora. One of them,

Keenan's Functional Principle, will be covered in this section. The other two will be

discussed in the following section. Together, these three rules are sufficient to

account for most of the embedding hierarchy and the c-command hierarchy.

Keenan's Functional Principle is designed to rule out coreference between a function

and its arguments. It explains the blocking in

(109a) Sorme chairs stacked on themselves fell over.
(109b) Some chairs stacked near the room they were removed from fell over.

(1 10a) * Some stacked chairs on themselves fell over.
(I 10b) * Some stacked chairs on them fell over.

Although coreference between them and chairs is allowed in (109), it is blocked in

(11 0) because the object of on is understood as an argument of stacked chairs.1

Keenan's Functionat Principle, as stated in Keenan 1974, is much broader than the

1. Sometimes a pronoun in a relative clause can't coreier with the head np, as in

(112) * The man1 who the woman he, loved betrayed -- is despondent.

According to Chom-ky 1975, this blocking is the result of the Non-definite anaphora rule,
which is discussed in the next section.



versionl that will be used here. Hiis version is

I13a) 1 he reference of the -rgurrent expression must be determinable
independently of the meaning or reference of the function symbol.

(1 13b) Functions whlich apply to the argument however may vary with the
choice of argumvent, and so need not be independent of it.

Keenan i1ppliQS hINS principle to constructions, such as relative clauses and

suiblect-VP, that are not taken, in this report, to result in function/ argument relations

in loclical form. 1hus, the Functional Principle will be taken to be the following very

narrow rule:

(114) No np m~ay be coindexed with one of its sarguments.1

Besides explaiiincj anaphuric data, the Functional Principle explains part of the

embedding hierarchy. Iliat is, when a nonspecific np is embedded in a pp (or

possessive) that modifies a distributive np, as in

Q 16a) Every flIight to an eastern airport was canceled.

(11 GO// S

7NP1  VP

NP P was canceled

every P NP2
flight ( / '

to NP Sp

a E. NP,

airport

then the Skolem modifiers of the nonspecific np can't be coindexed with the

dlistribuLtive np. That is, it an eastern airport has a Skolem modifier, it can't be

B. / using "*argument" instead of "argument", the power of the'Functional Principle has
been extended sormewhat. However, this extension stays within the spirit of Keenan's rule. It
also explains why the following version of the famous Peters and lRichie sentence is
unac cept able:

(117) 1 talked to [his, wife] 2 about [her 2 husband],.

According to the! definition of *argument, both his wife and her husband are *arguments

of themselves!
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coindexed with every flight. As (b) shows, such a Skolem modifier would be a
*argunient of every flight, so the Function Principle will rule (b) out as a logical

form for (a). Hence, the construction can't have a different/per reading, which is in

fact the case.

What the Functional Principle actually says is that the function/argument relation is a

partial order. No cycles are allowed. Hence, there is ,o need for a theory of

quantification that is more general than a partial order. o iakko Hintikka (Hintikka

1974) claims that totally ordered theories of quantification, such as predicate

calculus, are unable to express the meaning of certain sentences of English. So it

seems that a logical form that admits partially ordered quantifier scopes, as Skolem

form does, is both necessary (Hintikka) and sufficient (Keenan) for English.

If Hintikka were right, this would be a strong argument for the anaphoric theory over

the transformational one. As it happens, there is a flaw in his argument. The rest of

this section is a critique of the argument. Since it turns out to be inconclusive, the

reader may wish to skip to section 4.5. The argument, and its rebuttal, are

interesting examples of empirical arguments that bear directly on the expressive

power of log$ical form.

Hintikka claimed that standard first order logic cannot represent the quantifier scope

reading of the following sentence.

(118) Some book by every author is referred to in some essay by every critic.

The crucial intuition here is that the choice of the E.say is independent of the

author, and that the choice of the book is independent of the critic. Thus, every

author should be outside some book but inside some essay. Every critic should

be outside some essay but inside some book. It isn't possible to lay out the four

quantifiers in a line and preserve these intuitions.

Standard logic indicates that the choice connoted by the 3 operator Is independent

of an V operator by writing the 3 operator outside the V operator. Hintikka proposed

a second method of indicating the independence of 3: write the 3 above or below

the V. Thus he would write the representative of (118) as



ti hi o )ook-t

VC lo~ essat,-oy(e cfl refers-to-intb e)

Iiintikka cflls this loqlic "finite partially-ordlered quantification theory". Linguists often

refer to it as "branching quantifiers". b~ut as Hintikka points out, it is equivalent to

Skolum form. The typed Skolem form expression that represents this reading is-

Mjf VP

NPPV PP

II-11.1c 3 rbp ref tred P NP
tjook I L-\1 I / N

by (:Veryj to NP PP
au t hor Z-/ NN

somte P NP
e -,say I LXl

by every
cr iti c

Note that no Skoleni modifiers are necessary. The two different/per relations arise

front the fact that the two distributive rips, every author and every critic, modify

the two indefinite nps.

There~ is sonie dispute over Hintikka's intuition that (I1 8) must have tile branched

interp~retaitioni. Gills Fauconnier presented his informants with the sentence, and

various factuaol contexts (Fauconnier 1975). Ile then asked whether the sentence

was true in each of the contexts. Hbis informants felt that the choice of the essay

could be different with different authors. He reports "Speakers were apparently

satisfied that if for any pair (author, critic) a corresponding pair (book, essay) could

be found, sentence ( 118) was true." That is, only when a context violated the

weakest possible reading for the sentence -- VY33 -- would the context make the

sentence false. Similar results were obtained with other sentences of roughly the

same form.

Fauconn-ier's test, I think, determines only whether the sentences MUST have a

branched reading. His test uncovers only the weakest reading. Using the usual

IBM

-~-----
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interview technique, I found two sentences whose most prominent reading is a

branched one. They are

(121a) Run a wire from a bit in each memory to an alarm in each room.
[3] branched
[2] (V memory) (3 bit) (V room) (3 alarm)
[1] (V memory) (V room) (3 bit) (3 alarm)
[11 (V room) (3 alarm) (V memory) (3 bit)

(121b) A biography of each Lake poet was referred to in a talk by each Phd candidate.
[5] branched
[1] (3 biog) (V candidate) (3 talk) (V poet)
[1] (V candidates) (3 talk) (V poet) (3 biog)
[1] branched on 1st reading, Yc3tVp3b on 2nd

Informants Were asked how many wires, bits and alarms they should need to

accomplish this command, given that there are three computer memories and three
rooms. A majority of the informants reported that they would need three bits, three

alarms and nine wires. That is, they interpreted the command as requiring one bit per

computer, one alarm per room, and enough wire to connect every bit to every alarm.
This indicates their prefered interpretation is the one that can't be represented in

standard logic.

These data seem to indicate that one would use a representation as powerful as

Skolem functions if one wishes to represent the preferred readings of all sentences,
but that one might be able to get by with standard logic if only the weakest reading

of a sentence is important.

However, if predicate calculus is augmented with a nonstandard operator to
represent the specific interpretation, then the branched readings can be

represented. That is, the branched readings correspond to the major readings of

(122a) Run a wire from the power-glitch bit in each memory to the
system crash alarm in each room.

( 22b) The standard biography of each Lake poet was referred to in the
thesis defense of each PhD candidate.

where the indefinite articles have been replaced by the specific article the..If S is
the new specific quantifier, then (121a)'s most popular Interpretation could be

represented as

Ah ri - ___________________________
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(123, (Vm : memory()
(Sb : bd(m)

(Yr : roomi()
(Sa : alarm(r)

(Ow wire()
(Run w from b to a))))))

The formal seniantics of the specific indefinite quantifier S are given in the appendix.

The flaw in Hintikka's argument lies in the fact that the each nps are arguments of

the indefinites in all the brancled interpretation sentences he cites. By using the

specific indefinite quantifier, which is insensitive to universal quantifiers that scope

it, one can get & -und the necessity of partially ordered quantification. For an airtight

argument, Itintikka would have to find a clause with four nps, none of which modify

the others.

In short, Ilintikka's sentences argue either for partially ordered quantification, or for

inclusion of the specific indefinite operator in predicate calculus.

4.5 Non-coiuidexing Rules

One coreference constraint, the Functional Principle, has been shown to constrain

quantifier scope. This section discusses the other two constraints on coreference. !

There are many versions of these two rules in the literature. The most recent

versions, due to lanya Reinhart (Reinhart 1976), are

1. There is a third non-coreference rule which will not be discussed. The Disjoint Reference
rule, di-scussed in Chomsky 1976, is the converse of the reflexive rule. That is, if X and Y are
clause,,ates, and X precedes Y, and Y is not a reflexive pronoun, then they can't corefer. For
example,

(126) * John, talked to John,.

That is, unbound corelerpnce is ruled out exactly where bound coreferenc would be permitted.
Note that there in no analogous rule for reciprocals or quantifier scope:

(127a) Each of the men, talked to the others1 .
(I 27b) Each man talked to a woman.

Hence, the Disjoint Reference rule is unique to coreference.

Li
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(12 7 c) The Non-coreference Rule
If X and Y are nps such that

X c-commands Y in surface structure, and
Y is not a pronoun,

then X and Y can not corefer.

(127d) The Non-definite Anaphora Rule
If X and Y are nps such that

X is a non-definite np, and
X does not c-command Y in surface structure,

then X and Y can not corefer.

(127e) C-command (repeated from section 3.1)
A phrase X c-commands a phrase Y if and only if every branching node
(i.e. a node with more than one daughter) that dominates X also dominates Y,
and X does not dominate Y.

(127f) Non-definite N
An np is non-definite if it has the articles each, every, all,
or no;, if it is non-specific; if it receives contrastive stress;
of if it is the trace of WH movement.

The Non-coreference Rule accounts for "backwards pronominalization" paradigms,

such as the following:

(129a) * Nixon, hated the people who worked for the President 1 .

(129b) Nixon, hated the people who worked for him 1.

( 129c) The people who worked for Nixon1 hated the President 1 .

(129d) The people who worked for him1 hated Nixon 1 .

The indicated coreference of sentence (a) is ruled out since it has the surface

structure

(130)

S

NPI VP

Nixon V NP

hated 2NP SBAR

the NC
people

the president

The first branching node above NP1, S, dominates NP3. Hence, NP1 c-commands NP3.

.....-, - --- - I-
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Since NP3 is% not a pronoun, the 1Non-coreference Rule blocks coreference. When NP3

is a pronoun, as in (b), the coreference is not blocked. Sentence (c), on the other

hand, has the surface structure

(131)

"--S

NP VP

NP 3  SBAR V NP2

the - NP- hated the president

pecip I e
Nixon

Here, nither NP1 nor NP2 c-command anything. Hence, coreference is free. It is

even possible to use a pronoun for NPI, as in (d) -- a counter-intuitive phenomena

which has fascinated linguists for years,

The No-delfinite Anaphora rule was originally motivated by a desire to limit

backwards pronominalization, such as in (d), to cases where the antecedent was a

dQfinite nil:

(132a)
a presidentj.

* The people who worked for him, hated each president1 .

(no president1 .

(1 3D))
1a president1

" The people who worked for each president1  hated him1.
(no president1  J

If the antecedent has a certain form, it must c-command the pronoun in order to

corefer with it. In (a), the lowest branching node above the antecedent is the VP.

Hence, the antecedent c-commands neither the subject nor the pronoun inside the

subject. In (b), the lowest branching node above the antecedent Is the for pp. So

the antecedent doesn't c-command the pronoun here, either.

On the other hand, coreference Is not blocked in the following

;A
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(133). A president 1

Each president1 hated the people who worked for him 1 .
No president,

since the subject c-commands everything in the verb phrase. 1 In order to extend

these rules to quantifier scope, the term "corefer" is replaced by the term

"coindex", and "pronoun" is replaced by "nps without descriptive content". The

latter stipulation is necessary in order to deactivate the Non-coreference rule, which

would otherwise rule out the different/per reading of

(134a) Each girl kissed a boy.

(134b) S

NPI VP

each V NP
girl I /

kissed NP2  SP

a boy NP1

Since each girl c-commands the Skolem modifier, the Non-coreference rule will

block coindexing unless Skolem modifiers are, like pronouns, explicit exceptions to

the rule. But this is not an unreasonable stipulation. Lasnik 1975 points out that

epithets behave like pronouns with respect to the Non-coreference rule. Thus,

(135) Nixon1 hated the people who worked for the bastard,.

is acceptahle. Hence, the replacement of "pronoun" with "nps without descriptive

content" is independently motivated.

The reformulated rules are

1. Indefinite subjects sound odd unless placed in an appropriate discourse context -- eg.
the first line of a fairy tale.

lI- I l I I---.------~- I----- - I II--I I.. .- -
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i I36a)
it X dfl(i Y arc np,, sucl tnat

X c cororinr', Y in surface structure, and

Y ha'; rio descriptive content,
tnen X and Y can not be coindexed in logical form.

i Jbb) r o ?) d(Oiint IColnei

If X and Y are n;p'. such that
X is a non-definite np, and
X doesn'l c -comminand Y in surface structure,

then X and Y can not be coindexed in logical form.

With heSE! rules, thP. Clui~lI Xtreme of the embedding hierarchy is predicted. When

the (list ributive np is embedded, as ini

i J 7a 0% Yesterday at tihe conference, I managed to talk to a guy
who is. rclpresenting eacol raw rubber producer in Brazi[.

(371)) P Th,1t each aide knew about the hush money was proved with a
secretly taped conversation.

The iloll-defnlite rips, each producer and each aide, do not c-command the

noivpecific inp' a guy and a secretly taped conversation. Consequently, they

(l011t C-cOMiinnld SuIch Skolem modifiers as the nonspecific nps might have. The

Non-denfiiiite Coisclcxinc; rule applies, blocking coindexing. Hence, very few informants

should re'port a different/per interpretation, which is in fact the case.

When a noinspecific np is embedded, as in

(138a) 66% Striking airline workers forced several major airlines to
cancel every flight which was going to an eastern airport today.

(1381)) 55% Each secretary reminded me to schedule an appointment.

( 138c) 16% Each secretary reminded me that I should schedule an appointment.

the non-definite rips, every flight and each secretary, c-command the indefinite

nps, an eastern airport and an appointment, and hence their Skolem np modifiers

as well. Thiss, the Non-definite Coindexing rule will not block coindexing. With

coindexing free, the informants could be expected to report a mixture of per

readingls. And in fact they do.

The transformation theory predicted symmetric judgements for the embedding of

each and of a(n). That is, the judgements on (138) should have been 100%, just as

hA
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the judgements on (137) were 0%. This symmetric prediction is false. The anaphoric

theory, on the other hand, predicts ambiguous readings for embedded a(n), and

unambiguous same/per readings for embedded each. This prediction fits the data

somewhat better.

4.6 Clausemates and C-command

When claUsemate nps are considered, the evidence is less decisive. As pointed out

in section 2.5, c-command and surface order are equally poor predictors of quantifier

scope. But ol the other hand, c-command is also a poor predictor of coreference

when both nps are in the verb phrase (See Reinhart 1975, sections 4.3 and 4.5).

This indicates that c-command might be the wrong structural predicate for describing

these phenomena, but it does not invalidate the anaphoric theory of quantifier scope.

The defense of the anaphoric theory requires only that blockages of the

different/per relation be found wherever blockages of coreference occur. As

example, take

(139a) 59% Each boy is kissed by Rosa in a picture of mine.
(139b) Each kid, gets kissed by Rosa in his1  picture.

(140a) 0% Rosa kisses each boy in a picture of mine.
(1401) * Rosa kisses each kid i in his1  picture.

( 1 a) 100% Rosa put each book in an envelope.
(141 b) Rosa put each book, in its, envelope.

(42a) 100% Each book was put in an envelope by Rosa.
(142b) Each book 1 was put in itsj envelope by Rosa.

The logical forms of (a) and (b) are isomorphic: the indefinite nps of (a) have Skolem

modifiers just where the pronouns are in (b). As shown, coindexing is blocked only in

(1 40), and there it is blocked for both quantifier scope and anaphora. In this fashion,

anaphora and quantifier scope can be compared without making any assumptions

about the c-command relations of kiss NP in a picture versus put NP in an

envelope.

Indeed, for some rather extreme quantifier scope examples, there are analogous

anaphoric examples.

- • -I .- •-.- i , •
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OOi, 00%, ,jed eacn t,.o-car cOlhsion carefully. A driver
who ,.o been drining was at fauilt.

ii J/m) ~We .kid co ea ch two-car coihsion, carefully. One of

it i or'vers u'.ualy turned Out to have been drunk.

lere, the Non-dlefiite Coindexincq rule has been violated, possibly because the each

np is the topic of discourse. Crucially, both the different/per relation and the

coitclreiice relation are allowed to extend across sentences in this situation.1 This

shows that the constraints ont them are quite similar.

Thf-re are certain cases when symmetry fails among the clausemates. One consistent

source of isynimietry is the dative shift transformation. Dative shift creates a large

difference in readin(Is when the indirect object is non-specific, as in the following

example:2

(' 5a) 70% Mary intends to mail each of her suicide notes to a friend.
(1 'i5l)) 0% Mary intends to rial a friend each of her suicide notes.

But this larqie difference doesn't occur when it is the direct object that is

nonspecific. there seems to be such aii overwhelming preference for a different/per

readlirc in this case that dative shift makes little difference, even when the articles

are adjusted to favor the same/per reading:

(16a) 5 % Mary intends to rail a couple of suicide notes to her friends.
( 1,16b) 60% Mary intends to mail her friends a couple of suicide notes.

This subregularity can be captured in the rule

I. The different/per readings can not be a case of intersentential deletion of some modifier
of a driver .since the preceding sentence has been carefully constructed to lack an
appropritte controller. This makes the it coreference a little harder to accept. A better
exampie of intersentential non-definite anaphora is

(147)i E ac h soldier , nust run the course twice. He, must surmount

all the obstacles without aid.

IN,, In example is one of the many examples that show that a theory based on
. , e roles, such as direct object and indirect object, is empirically inadequate. See
, o, o n a theory. Note that she does not control for lexical content. Hence, her

4 ,nierpreted as a cross-language correlation of pragmatic knowledge and deep

L
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(4 F" If X and Y are two nps such that
X s a dattve-shifted direct object, and
Y i-s an argument of a dative-shifted indirect object, and
Y has no descriptive content,

then X and Y can not be coindexed in logical form.

In other words, if dative shift has occured, then one must be able to determine the

referent of the indirect object independently of the direct object. The effects of this

rule can be seen with anaphora, although the judgements are not as clear as one

would like.

(1U49a) Mary intends to mail the trophy1 to its, new home.
(1491) * Mary intends to mail its, new home the trophy.

(150a) Mary intends to mail Bob, his, trophy.
(150b) ? Mary intends to mail his, trophy to Bob 1 .

The rule blocks coreference only in (14gb). Consequently, coreference is much

harder to get in (149b) than in (150b). 1  Thus, it seems that rule (148) is an

appropriate way to account for the asymmetry of these examples. To write these

rules in a theory based on predicate calculus, one would have to explicitly distinguish

3 from V -- an unmotivated increase in the descriptive power of the theory's

translation rules.

4.7 Surrznary

The anaphoric theory has successfully accounted for the extremes of the embedding

hierarchy, just as the transformational theory did. However, it also predicts the

asymmetry of each embedding and a(n) embedding. Moreover, it predicts the

c-command hierarchy among the clauqemates, which May's theory can not do in a

well motivated manner. This is probably the greatest empirical virtue of the anaphoric

1. Reinhart notes (See Reinhart 1976 section 4.2) that possessive pronouns are subject to a
dialectal difference. In one dialect, possessive pronouns c-command only the np that they
modify. For these people,

(152) His 1 students respect Ben 1 .

is okay, and (149b) should be acceptable for them as well. In the other dialect, the possessive
pronoun seems to c-command whatever the modified np c-commands. These speakers find
coreference impossible in (152), and should find (150) unacceptable, too.
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tl I wor y.

The anaphoric theory and the transformational theory appear equally well motivated.

Whureas May had to postulate that S was the only bounding node of logical form, this

theory must pw' Ilate twe existenc of "Skolem modifiers" and formal semantics for

the resutitln locical form.

There i5 a major problem that confronts the anaphoric theory. The structural

predicate "c-conmand" is only a rough description of the syntactic constructions

which Iluc(k (;oindexing. There is no doubt that it is somewhat better than its

prelicc,:,sor "prec:(le and command", but there are too many counterexamples and

sublr i'giilar itIC(S.

1 he worst irreoularity, from a cluantifier scope point of view, is alluded to by Reinhart

in a crucial footnote. Consider the following quite ordinary quantifier scope

sentence.

(113) for each possible answer, a formula is recorded in the data pool.

Sentences like this, with a proposed pp containing each, usually have unambiguous

different/per reahings. However, the first branching node above the each np is the

pp node. Hence, the np c-commands only the preposition for. Since it doesn't

c-command a fornmula, coindexing should be blocked by the Non-definite Coindexing

rule. Thus, the sentence is incorrectly predicted to have a same/per reading.

Reinhart suggests calculating c-command with respect to the whole pp when the np

is quantified. This turns out to be a very powerful idea. In the next section, It will be

seen that this idea can be carried a little further, and replace c-command altogether.
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5. A Theory Based on Lexical Composition

The embedding hierarchy and the distributive/collective hierarchy are the most well

behaved correlations of quantifier scope and surface structure. The theory to be

presented next, which is called IP raising (for "iteration phrase" raising), has been

designed around these principles. Although the theory involves movement of

quantified nps, just as May's theory did, it is motivated by a semantic phenomena,

lexical composition, rather than constraints on syntactic transformations. Lexical

composition is the name given to the process that builds the lexical content of a

phrase from the lexical content of its cbnstituents. Although very little is known

about this process, one constraint that is widely accepted will be used to motivate

the IP raising theory.

5.1 Each Marks Iteration

The basic idea of IP raising can be attributed to Theodore Vendler (Vendler 1967).

He observed

Suppose I show you a basket of apples and I tell you

Take all of them.

If you started to pick them one by one, I should be surprised. My

offer was sweeping: you should take the apples, if possible, "en bloc."

Had I said

Take every one of them

I should not care how you took them, provided you do not leave any

behind. If I say

Take each of them

one feels the sentence is unfinished. Something like

Take each of them and examine them in turn

, expected Thus I expect you to take them one after the other not

mrissng any,

.... -.- -- -
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xco r( , or,,e to tic e~~ oroer squares nicely with the

(0,11 e roe of A- %No urcoe, )t out in tine previous section. The other

I C OWoer, or nthosi~bult .i, yet with' a marked difference in

L) .a,", ri J"tc,,ses comnpleteness or, rather, exhaustiveness;

onf ti.r Oi *,r hind, cirec s one's attention to the individuals as

t i, ppuar, in .Orc, ,uccestion or other, one by one. Such an

ir: i. nl attcrtcn ,,not required in vain; you have to do something

with ecch cit Inerri, one atter the other.

To pot Verilr' idea into computer jargon, the rote of each is to mark the loop

variable of somei iteration. Because each marks apples as the loop variable, one

qets an image of "taking" actions, one per apple.

As Veiidltur points out, the command "Take each apple" feels somewhat odd. But a

comimaind like "Weigh eacth apple" lacks this strangeness. The explanation is that the

iterition iiiterlpretition is the marked interpretation -- if there is no pragmatic reason

for the iterative interpretation, as opposed to the default, non-iterative

nterpretaition, then the sentence is infelicitous. It misleads the hearer into thinking

that fthe iteration is important. Compare the three commands.

(1541)) Weigh each ape
(15,10 Tak'e each apple, and examine it closely.

Each is felicitous in (b) and (c), but not in (a). In (b), there is a pragmatic reason to

emphasize the iteration reading: both the iterative and non-iterative readings are

plauisible, but weighing the whole basketful and weighing each apple Individually are

so pragmratically distinct that is worthwhile to use each to distinguish them.

In (c), the discourse justifies the use of each. Whereas (a) is Infelicitous because

there is no plausible reason to contrast the iterative and non-iterative readings, in

(c) one sees that such a contrast becomes felicitous if used In the next clause. That

is, because both interpretations of Exarmine X closely are pragmatically plausible

and distinct, an each is felicitous, even if it appears in the preceding clause. Since

well formed discourse often sets up a context before using It. Vendler reports that

2"ake each apple sounds "incomplete" in isolation, rather than sounding infelicitous,

as onie would predict should one justify each solely on pragmatic grounds, Ignoring
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discourse usages.

The purpose of each is to mark the loop variables of some iteration, but surface

structure does not indicate what portion of the sentence's meaning is being iterated.

A reasonable logical form would show which predicates are part of the each iteration.

That is, in

(155) John asked Bill to weigh each apple

the predicate ask is not iterated, but weigh is. The logical form to be presented

embodies a strong claim, but a well motivated one, about the relationship between

surface structure, and the extent of an each's iteration.

To represent the idea of "doing something", a new lexical property, "iterability", will

be placed on predicates in proportion to how pragmatically distinct their iterative

interpretation is from their non-iterative interpretation. Thus, Weigh each apple

sounds better than Take each apple because weigh Is has more Iterability than

take. A predicate's iterability, like all lexical content, is highly influenced by context.

5.2 IP Forrn

The procedure for translation into logical form can be motivated by a general

principle of lexical content, called Strict Compositionality (Partee 1975). Strict

Compositionality is a constraint on the translation of the lexical content of a

sentence into the logical form. It states that the lexical content of a node can only

compose with the lexical content of the node that immediately dominates It In the

syntax tree. Thus, in the sentence,
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('i5G-I) Bo) threti a ball to Bill

1561)) S

NP VP

Bo) V NP PP

th re w a ball P NP

to Bill

the np a ball can not compose directly with the pp to Bill, yielding perhaps some

kind of ball-vector. Instead, it must first compose with the verb phrase, yielding a

ball-throwing action, which can then be combined with the pp to yield a

hIall-throwinc1-to-Bill action. To put it more graphically, lexical composition can occur

only along the lines of the syntax tree.

Since the translation of each into logical form is constrained by Strict

Compositionality, the extent of its interaction must correspond to some constituent of

surface structure that includes the each. To see why, picture the process of

repeated lexical compositions gradually moving material up the tree. The semantic

marker for each, so to speak, can only move up through the nodes dominating it, not

across. The only lexical material that can interact with the each marker also must

moves up through the nodes, and so its semantic markers can only collide with the

each marker at some node that dominates them both. Thus, if the each marker stops

rising at some node, only the lexical material beneath that node can interact with

the each. Hence, the extent of the iteration corresponds to the constituent

dominated by the highest node that the each marker has risen to.

With this motivation, the logical form for IP raising can be presented. As in May's

theory, it is surface structure that has been modified by removing an np, leaving a

trace, and attaching it higher in the tree. However, instead of Chomsky-adjoining the

np to S, a new node, IP (for iteration phrase), is created, and the np is

daughter-adjoined to it. As an example, take

I I
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(157a) The guys asked Bill to weigh each apple.

(157b) S

NPi VP

the guys V NP2  1PI I/ \
asked Bill NP3  VP

each V NP
.apple I I

weigh t 3

Since IP dominates only the lower Verb phrase, the predicate weigh Is part of the

iteration but the predicate ask is not. As in May's theory, traces are coindexed with

the moved nps.

The representation of specificity and definiteness will be represented as binary

features on the nps. Thus, the np the guys is +specific and +definite. These

features will be left out of the following illustrations unless they are important.

On the other hand, distributivity will not be represented as a feature. Instead, the

following stipulation will be made:

(158) An np is distributive with respect to a predicate P if and only if
it is an argument (i.e. daughter) of some IP that dominates P.

Thus, the np each apple is distributive with respect to weigh and the np the guys

is collective. However, each apple is collective with respect to ask. That Is, the

guys didn't point to each apple in turn, saying "Bill, please weigh that, that, that, and

that." Instead, they asked that the collection of apples be weighed, and that they be

weighed individually.

There is only one well-formedness constraint on this logical form, which will

henceforth be called IP form. That constraint is the familiar Condition on Proper

Binding. It states that the moved np must c-command its trace (See Section 3.1 for

an accurate statement). This implies that the IP of a distributive np must dominate

the np's trace. Figure 14 illustrates this constraint.

(c) is ill-formed since all the men doesn't c-command its trace. (b) is well-formed
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Fig. 14. The Condition on Proper Binding and IP Form

A Itr nieri mPet at the pub.

(a) "

IP VP

I Piet at the pub
all tte t 1

mien

(ll IP

NP /  S

all the NP VP
men I

ti
Piet at the pub

(C) S

NP IP

tiNP I VP

all the
,en Piet at the pub

but nonsensical, since it makes all the men distributive with respect to meet, and

meet has a selectional restriction that requires a set of men as Its subject

whenever it is intransitive. (a) ii well-formed and sensible, since all the men is now

collective with respect to meet.

IP form is quite similar to the typed predicate calculus that May uses. However, In

May's logical form, quantifiers are adjoined only to S -- in IP form, they can be

adjoined at any level. In May's logical form, quantifiers must nest -- here they can

either nest, as In (a) below, or be sisters as in (b).

Aft I
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(Q 5a) (159b)

IP IP

NP1  I P NP1  NP

NP2

(More on this distinction in a moment). Lastly, and most Importantly, existential

quantifiers are moved in May's theory but not in this theory.

The reader will recall that May's theory used movable existentials and the Condition

on Proper Binding to account for indefinite nps in pp modifiers (eg. every flight to

an eastern city). In IP form, such constructions are represented (assuming every

is distributive) as

(160)

IP

NP

NP PP

every P NP
flight I

to an E. city

Since the IP dominates the predicate eastern city, one would expect it to be

iterated. Hence, one would expect a different/per reading, which in fact does not

occur. But such expectations would be based on an oversimplified notion of what this

logical form means.

The formal semantics of IP form is given in the appendix. It is a straightforward

combination of Woods' formal semantics for typed predicate calculus and Tarski's

formal semantics. These two techniques work wall together because both use the

same control strategy, namely argument order evaluation. That is, the arguments of a

predicate (or function) are extended before the predicate Is. This is the familiar

depth first evaluation which is the default control strategy of LISP, ALGOL, FORTRAN,

and most other programing languages.

AM'S- 

-
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Ar(itiment order evaluation is responsible for thle same/per reading of example ( 160).

Moved nps are considered to be arguments of the IP. Hence, they are evaluated

first, returnino sets of objects -- their extensions. Next the IP Iterates through the

elements of those sets, repeatedly binding thle appropriate traces to elements of the

sets (This is just like tile multiple-variable DO loop of MACLISP, SAIL, and other

Iproclranhiuin(J laniguages). With these bindings, it evaluates the reminder of the logical

form that it dominates.

What tis all mleanls inl termIs oi per relations is this: When a non-specific np is an

ar(lii~eit of anl IP it is evaluated before tile IP, so it is unaffected by thle iteration.

Similarly, if it is Oin OrgUment of an argument, etc. of an IP, It is unaffected by the

iteration. Tile whole of this dliscussion can lbe summed up in the following statement

of wlitit thle loglical form means:

(161 a) If NPI is a nonspecific np, and
IPI is an iteration phrase with NP2 as an argument, and
IP1 (lamInates NPI, and
NPI is not a *argurnent of IPI,

th~eni tile informant will report a different/per relation.

(161b) lr -en t
X is a *argurrent of Y if and only if

X is an argument of Y, or
X is a ,argument is Z, and 7 is a *argument of Y.

In other words, every flight to an eastern city has a same/per reading because

an eastern city is anl argument of flIight. Relative clauses are not arguments.

Hence, thle familiar example
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( 62a) They canceled every flight which was going to an eastern city.

(162b)
S

NP1  IP

they NP VP
z N11

NP2  SBAR V NP

every cancel t2
fl ight

an E. city

has a different/per reading, when an eastern city is nonspecific, because an

eastern city is dominated by the IP but is not a "argument of It.

The two extremes of the a(n) embedding hierarchy are thus accounted for by

stipulating that possessive and pp modifiers are arguments of nps, but relative

clauses are not. As with the two preceding theories, there is no explanation for why

the reduced relative is halfway between the pp and relative clause modifiers.

When the embedding construction is not a modifier, it can't be an argument. Hence,

all versions of

about the scheduling of an appt.
(163) Each secretary reminded me about scheduling an appointment.

jto schedule an appointment.
that I should schedule an appt.

are equally open to a different/per reading. This agrees with the data -- all four

versions of (163) have about the same degree of ambiguity.

There is one direct argument for IP form. But It is an adequacy of expressive power

argument, similar to the Hintikka argument for Skolem form. IP form is able to

represent certain sentences that are difficult for predicate calculus to represent.

Consider

4 i ni i I I ..



16,'e) f iii sequence was Ci.,en a rating by each subject.

I 6' ) Each cork ,, carefuily fastened to each Champagne bottle with
a prefabricated wire basket.

Predicate calculus would represent (a) as

, 165) Vx [sequence(x) D Vy [subject(y) D 3z [rating(z) & give(y x z) ]]]

Tlhat is, for all )ossible subject-sequence pairs, there was a rating given. If there

wer( 3 se(iiences and 7 subjects, there would be 21 pairs, and hence 21 different

ratiriqs.

But in (h), 8S5% of the informants clainied that the corks and bottles are paired one

to one. If there were 10 bottles an(d 10 corks, then there would be only 10 pairs, not

100. henco, there would be just 10 wire baskets -- one per cork/bottle pair. IP

raisin( can represent this reading by associating both moved nps with the IP. That

is,

IP

NP 1  NP2  S

e_4ch each NP VP
cork bottle I

t V PP PP

i s P NP P NP
fastened I I I

to t2 with a wire

basket

The formal semantics of this logical form expression turn out to be a loop with two

loop variables, whereas the semantics of (164a) is two loops, one nested inside the

other.

Predicate calcO'uIs can represent (164b), of course. However, one of the each nps

would have to be (liven a collective, non-specific reading. This would result in the

expression

Vol | I I I I
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(167) Vx [cork(x) : 3y [boltfe(y) & 3z [basket(z) & faslen(Y y z))]]

But such an interpretation of each violates two of the strongest article

interpretation rules, namely that definite nps are specific and that each is

distributive. What one might prefer is to augment the logic with a 'yV operator that

binds a pair of variables:

(163) VVv,y [[(orK(x) & bottle(y)] n 3z [basket(z) & lasten(x y z)]]

Skolem form could be similarly augmented to accommodate (164b) while avoiding

violence to the article interpretation rules.

This argument is another argument based on inherent inadequacy of expressive

power. As with the Hintikka argument, it show that predicate calculus must be

enriched, or the article/quantifier map must be changed. On the other hand, IP raising

can represent the troublesome reading with ease.

5.3 Translation Rules

Having -it , ssed the logical form and its expressive power, it is time to examine the

rules for translating into this logical form. As mentioned previously, the basic idea

behind tile translation is to raise the iteration phrase and its distributive np. In order

to account for the embedding hierarchy, it is postulated that the final resting place is

determined by the following two factors.

The factor driving the IP upward is due to the listener's "desire" to have a

pragmatically felicitous iteration. A low resting place means only a small constituent

is part of the iteration -- if that constituent doesn't make sense as an iteration, but

a larger constituent would make sense, the listener tries to move the IP up.

Opposed to this desire for felicity is the second factor, tile "effort" associated with

moving tile IP up one node. (Althougll I mean the terms "desire" and "effort" to be

taken as an analo(ly to the rules' operation, and not as psychologically measurable

quantitins. I ask the reader to recall the main assumption of this report, namely that

quantifier scope is disambiguated by a thoughtful analysis, AFTER the meaning of the

sentence has been arrived at by real linguistic processes.)
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An ;xaiplt will make the operation of these two factors clear. The paradigmatic

exampIle of the emled(ding hierarchy is repeated below in simplified form:

|I,69a) I talked to i representative of each producer.
(19o) I talk,.ed to a man representing each producer.
(169) 1 talked to a man who is representing each producer.

Now, note that it is slightly odd to say

(170) Mortimer is representing each producer.

The tise of each is infelicitous because there is little pragmatic contrast between

being a representative for a group of producers, and repeatedly representing one

producer at a time (if the later makes sense at all!). Hence, having only the concept

representing-producers in the iteration of (169) would give the sentences a low

iteration desirability. Because it will soon be necessary to compare magnitudes, let

this low desirability he given a value, say +1.

On the other hand, the sharp pragmatic contrast of talking to a group of men, and

bluttonholing them each individually, makes the following use of each quite felicitous:

(171) Mortimer talked to each man.

It is highly desirable that the concept of talking-to-men be part of the iteration of

(169). Let its desirability be +5.

Now the effort associated with raising the IP to dominate talk is much greater with

the full relative clause than with the PP construction because the each np is more

deeply embedded -- the IP has further to climb. Let us deduct a "raising cost" of 1

for each node that the the IP must be raised. Using the surface structures of figures

1 6, 16 and 1 7, one can verify the cost-benefit analysis of figure 18.

Since the non-specific np is dominated by the IP only In the' talk-to-men

interpretation, the embedding hierarchy is now completely predictable. One

postulates that
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Fig. 15. Raising Cost of Full Relative Clause

I talked to a man who is representing each producer.

(a) SBAR

coMP S

NP VP
I z \ raising cost - 7
I AUX IP

past NP2  VBAR

each V PP
producer I / -

talk P NPI / -\
to NP SBAR

Z_3 / \
a man COMP SI /N.

WH1  NP VP

t, AUX VBAR

pres. V NP
pass. I

represent t2
(b) SBAR

COMP S

NP VP
I / N., raising cost - 1

1 AUX VBAR

past V PP
I / \

talk P NP

to NP SBAR

a man COMP S

IN
WH1  NP VP

t AUX IP

pres. NP2  VBAR
pass. /

each V NP

producer I I
represent t2

. . ..
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Fig). 16. Raising Cost of Reduced Relative Clause

I talked to a man representing each producer.

(a) SBAR
/ \

COMP S

NP VP
I / N- raising cost * S

AUX IP
I / N

past VBAR

each V PP
producer I / N

talk P NP

to NP VP

a man AUX VBAR

ing V NP

represent t1

Ib) SBAR

COMP S

NP VP
I / - raising cost-
I AUX VBAR

past V PP

talk P NP

to NP VP

a man AUX IP

ing NP1  VBAR

each V NP
producer I I

represent t1

, - q j.k
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Fig. 17. Raising Cost of PP Modifier

I talked to a representative of each producer.

(a) SBAR

COMP S
/' N raising cost = 4

NP VPI / N
I AUX IP

past NP1  VBAR

each V PP
producer I / .

talk P NP

to NP PP

a repre- P NP
sentative I I

of t1

(b) SBAR

coMP SC N 
raising cost = 2

NP VP

I AUX VBAR
! / N

past V PP

talk P IP

to NP1  NP

each NP PP
producer L / N

a repre- P NP
sentative I I

of t 1

T IquI
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Fig. 18. An Analysis of the Embedding Paradigm

iteration raising total
desirabi l i ty cost value

Full Rel. Clause

Talk-to-oien +5 -7 -2
Represen t-prolucer +1 -1 8

Re~duced Rel. Clause

Ta I k - to-pien +5 -5 8
Repr esen t-prorliucer +1 -1 0

PP 1110d if i Fr-

Talk - t o-rien +5 -4 +1
Repre 'ent-pr ori, er +1 -2 -1

(172) The prefered reading of a sentence is the reading with the highest total value,
where total value is defined as the iteration's desirability minus the raising cost.

This rules predicts that the full relative clause will have the same/per reading, the

redticed relative clause will be ambiguous, and the np-pp construction will have a

(lifferent/per reading.

The prediction of ambiguity for the reduced relative clause is unique to the IP raising

theory. The other two theories use two separate rules to translate embedded

structures, one for subordinate clauses and one for subordinate pps. The ambiguity

in those theories can be captured only by introducing a syntactic ambiguity In

surface structure, or by writing a special rule for reduced relative clauses. It is

clear that IP raising is much simpler.

There is empirical evidence which gives direct support to IP raising. As mentioned

above, if the extent of the iteration Includes only predicates of iterability, the each

sounds infelicitous. That Is,

(173) each is felicitous as an article for an np only when, in the prefered
interpretation of the sentence, a predicate of high iterability
is dominated by an IP which has that np as an argument.

Crucially, this predicts that the judgment of infelicity Is correlated with the iterative
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desirability of figure 18, not the total value.

In particular, it predicts that the full relative clause, where talk is not dominated by

the IP, will sound infelicitous. Indeed, two thirds of the Informants who read the full

relative clause sentence said, without being asked, that it sounded odd, and that

they would use every or all instead of each.

Even more importantly, all the informants who got an unambiguous same/per reading

on the reduced relative clause sentence commented spontaneously that the each

sounded bad. When asked to rephrase the sentence, they replaced the each with

all or every. On the other hand, the informants who gave the reduced relative

clause a different/per interpretation had no complaints about the sentence.

These data show that it is not a low total value that makes a sentence sound odd,

but a low it--ability.

IP raising can account for part of the QR/WH interaction problem that plagued May's

theory, namely the difference between embedded and non-embedded WH questions.

One of the examples is repeated here:

(174a) Which city has each of the burglars been assigned to?
(174b) Woodward wanted Bernstein to find out

which city each of the burglars had been assigned to.

Suppose that find-out is a highly Iterable action, but assigning-burglar-to-city isn't.

Suppose further that in some dialects, WH nps have low iterability, while In other

dialects, they have a moderate iterability. This last assumption accounts for the

dialect split.

In interpreting (a), informants with the low Iterability WH dialect will have little

desire to move the IP past assign-to. Those who stop the IP at assign-to will report

a same/per reading, because the WH would not be dominated by the IP. Those who

move the IP tp to the SBAR node that dominates the WH will get a different/per

reading. However, everyone with this dialect should complain about the sentence,

because there Is no predicate of high" enough Iterability to warrant the use of each.

But when presented with (b), these informants would associate the IP with find-out,

which is a highly iterable action. Now the WH would be dominated by the marker, and
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the informants should report a different/per reading. There should be no complaints

about the sentence. Thus, the low iterability WH dialect accounts for the informants

who though (a) was bad and (b) was good.

Informants with the moderate iterability WH dialect will move the IP up to dominate

the WH in (a). They sh~uld have no complaints about the sentence, and should report

a different/per reading. Like the informants with the other dialect, these informants

will interpret (1)) by associating the IP with the highly iterable find-out, since WH is

only moderately iterable. In both (a) and (b), readers with this dialect will get a

different/per reading and have no complaints about the sentence.

As noted in section 3, two dialects with just these characteristics have been

observed. Thus, IP raising gives one just the right power to explain the interaction

of Wi] and quantifiers.

5.4 Conclusions

Unfortunately, it is inaccurate to make the raising cost proportional to number of

nodes between each and the IP. To (let simple proportionality to correctly predict

the readings of the suibject nominalizations of figure 6, some nodes must be pruned

from the surface structures of tile bare gerund and bare infinitive. Such pruning

could probably be motivated on syntactic grounds. However, a more serious problem

occurs when embedding structures are nested one inside the other. Consider, for

example,

(175) I talked to a representative of the manufacturer of the critical part of each design.

To my intuition, this sentence entails a different representative per design.

However, the IP and the each are separated by six nodes, which is more than the

distance separting them in the case of the full relative clause. I suspect that a

better correlation would require assignment of embedding cost with respect to the

category of the em;.edding construction, rather than the depth of the each.

However, such a revision would require a tabular assignment of costs, thus robbing

the IP raising theory of the elegance which Is one of its major attractions.
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Like the anaphoric theory, IP raising can predict the c-command hierarchy,

(176) preposed pp > subject > sentential pp > verb phrase pp > object

For example, if the object is distributive, and the subject is nonspecific, then a

different/per reading would require that the object be raised three nodes.

(177)
IP

NP1  S

<object> NP2  VP

<subject> AUX VBAR

V NP

ti

This is unlikely, unless the subject contains material of high iterability. However,

when the syntactic positions of the two nps are reversed, say by passivization, then

the distributive need not be raised at all -- if the indefinite is nonspecific, the

sentence will have a different/per reading.

The kind of clausemate data that would distinguish the lexical theory from the

anaphoric one would involve subregularities, such as the dative shift one:

(178a) 70% Mary intends to mail each of her suicide notes to a friend.
(178b) 0% Mary intends to mail a friend each of her suicide notes.

(1 79a) 55% Mary intends to mail a couple of suicide notes to her friends.

(179b) 66% Mary intends to mail her friends a couple of suicide notes.

It was noted in section 4.6 that the coreference facts seem to follow this pattern as

well, thus providing an independent motivation for a rule describing this subregularity.

However, I know of no lexical composition facts that could motivate such a rule, eg.

that the shifted indirect object -- a friend In (1 78b) -- Is an argument of the direct

object.

Another interestinging subregularity involved inter-sentential different/per relations,

eg.
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0 M We Studied each two-car collision carefully. A driver who had
i en di inking was at fault.

Again, lexical composition is too underdeveloped to allow independent motivation of a

rule to cover this data. However, it may be that such a rule would expain that felicity

of Vendler's example,

(181) Take each apple. Examine it carefully.

Presumably, the each is felicitous since examine has a high iterability. But the IP

must dominate both each and examine, which is impossible since they are in

different sentences. Perhaps research in lexical composition will motivate a remote

structure that spans more than one sentence.

In short, IP raisinq (toes predict the major clausemate correlations even though not

enoiclh is known about lexical composition to motivate the subregularities.

In summary, the lexical theory explains the asymmetry of embedding and the whole

of both embedding hierarchies -- except reduced relative clauses containing

indefinite nps. It also predicts the c-command hierarchy for clausemates. Thus, it Is a

viahle competitor with the anaphoric and transformation theories. The greatest virtue

of IP raising lies in its interaction with lexical content. In particular, no other theory

has a mechanism that can account for Vendler's observations. The rule that predicts

infelicity when the IP fails to dominate lexical material of high iterability Is a unique

contribution of this theory.

tA
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6. Inconclusions and Speculations

The major assumption of this report is that disambiguation of quantifier scopes is not

a linguistic process. Instead, the correlations of quantifier scope judgments with

aspects of surface structure are epiphenomena of real linguistic processes. This

assumption explains, in an informal way, why lexical content is so much more

influential than syntactic structure, and why the informants have so much trouble

making a judgment when syntactic and lexical factors are opposed. All the

informants have commented, at one time or another, that the sentences given to

them didn't provide enough information to answer my questions -- they had to

imagine a likely situation that the sentence could be describing, and answer my

questions with respect to that particular situation.

Nonetheless, even in such "forced" data one sees an interesting correlation with

grammatical forms. This report has concentrated on finding out which real linguistic

processes might be causing these correlations. Three well known processes were

investigated -- transformations, anaphora and lexical composition -- by using their

known syntactic correlates to motivate theories of quantifier scope. All three of the

resulting theories where able to account for the extremes of the major correlations.

The anaphoric theory is somewhat better motivated than the other two. No syntactic

movements obey exactly the same rules as OR, and too little is known about lexical

composition to motivate the details of IP raising. But the correspondence of

Non-definite anaphora and quantifier scope is uncanny. Not only the major

correlations, but some of the stranger minor correlations of quantifier scope are

echoed in Non-definite anaphora. There is also an intriguing form of bound quantifier

scope, analogous to the reflexive pronouns.

Unfortunately, the treatment of embedding by the anaphoric theory is inaccurate. The

c-command predicate just doesn't capture the interesting blend of readings that

characterizes the each embedding hierarchy. Replacing c-command with a form of

constituent movement (inspired by OR) led to the IP raising theory. This theory is the

best predictor of the quantifier scope correlations. In addition, it explains an

important class of unacceptable sentences, such as
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(162) Ye,.terday at the conference, I managed to talk to the guy
who ms representing each raw rubber producer in Brazil.
[4] Weird sentence, the each sounds funny.

Unfortunately, attempts to combine the IP raising ond anaphoric theory have been

frustrated by an inability to show that Non-definite anaphora is bounded by IP raising.

In fact, I am unable to reproduce some of Reinhart's results (most of the coreference

jUd(l10leentS of section 4 are from Reinhart 1976). I suspect that my flashcard

technique -- where informants read a sentence typed on a file card and paraphrase

it -- is substantially different than whatever technique Reinhart used to collect her

data. The difference in presentation technique may explain the difficulties I have

had in verifying that Non-definite anaphora is bounded by IP raising.

So, the search for real linguistic processes to explain the quantifier scope

correlations ends somewhat inconclusively.

6.1 Practical Sujrgestions

Several natural language engineers have asked me how quantifier scope should be

handled, even if it must be handled in an ad hoc manner. The following is a

speculative answer.

The basic framework should be the IP raising theory because it has the cleanest

interface with deep, lexico-pragmatic information. There are three places where

such information is needed. One is to determine the iterability of the predicates.

Another is to determine whether pp and reduced relative clause modifiers should be

translated as type function arguments, or as class restrictions (ie. like possessive

nps, or like full relative clauses). This information Is necessary to disambiguate

sentences like

( 83a) Every man with a layered haircut is important.
(IM;3b) Every stage of a layered haircut is important.

In (a), the pp modifier must be translated like a full relative clause so that the rules

will allow the different/per reading, which it has. But In (b), the same pp must be

translated as a type function modifier so that the two nps will have a same/per
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reading.

The third place that deep information is needed is to determine whether an indefinite

np is specific or nonspecific. This seems to be the most difficult judgment to make. It

may be the one which is causing the informants to balk. in general, if there is an

obvious pragmatic relationship between the each np, the iterated predicate, and the

indefinite np, then the different/per relation is called for, and one wcJd give the

indefinite np the nonspecific interpretation. If there is no obvious relation, then the

sentence is very ambiguous. One would be quite justified in askng the speaker what

s/he meant.

There is, however, an exception to this third rule of thumb. A pragmatic relationship

need not be obvious when the sentence is asserting that it exists. As far as I can

see, this occurs only when the each np is part of the first np in the sentence. It is

especially common with preposed pps.

Asking the lexico-pragmatic component to search for an "obvious pragmatic

relationship" would probably be facilitated if one represented nonspecific nps as nps

with Skolem modifiers. Thus, disambiguation of function/argument relations and the

hypothesized "obvious pragmatic relationship" could use the same machinery.

I have not implemented these heuristics, nor do I have any intention to do so. By their

very nature, they depend on a good representation of lexical content and of

discourse focus. Until some progress is made on these problems, it is unlikely that

any system will exceed the performance of LUNAR.

.WA RIO 
Ii I I I II " __--
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8. Appendix on Formal Semantics

Several logical forms have been used that are new. The reader may be uncertain

abou~t what expressions in these logical forms mean. In order to reduce

mn.und(Irstanclinlqs, this appendix gives a formal semantics for each of the new

logical forms. TIhat is, by providing an algorithm that answers the question "Is a given

expression true in the world modeled by a given data base," the reader's

undlrstanhinq of the meaning of these logical forms will hopefully be clarified. Note

that I am not qujing to cover the formal semantics with enough precision to establish

their model-theoretic consistency.

The particular constructions to be covered are the nonstandard operators of typed

predicate calculus. typed Skolem form, and IP form. In each case, an algorithm will be

gjiven which, given an expression and a data base, calculates whether the data base

satisfies the expression. The algorithms and data structures will be written in

pseuldo-LISP. To make the code easier for non-LISP users to read, extra words have

been added in lower case, and certain inessential constructions, such as PROG, have

beeni omitte(d.

8.1 Noznstandard Operators for Typed Predicate Calculus

In section 2.2, it was argued that the three distinctions

(184) definite/indefinite
specific/nonspecific
collective/distributive

are best thought of as independent features. Thus, one needs eight quantifiers.

Ordinary predicate calculus uses only two. V is the definite, specific, distributive

quantifier, and I is the indefinite, nonspecific, distributive quantifier. This section

gives formal semantics for the other six.

To make the algorithms precise, the LUNAR data structure for the typed predicate

calculus will be used. Although the modified surface structure that May uses as

logical form is quite perspicuous to humans, it has a great deal of Information that is

irrelevant. In particular, English predicate/argument relations are marked with pps,

A _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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determiners, and surface order. It will be assumed that some conversion process,

such as LUNAR's semantic interpretation rules, has disambiguated the

predicate/argument relations, and stripped away the syntactic markings. The only

substantive feature of this conversion process is

(185) If a nominal modifier has the form of a pp or possessive, then
it is converted to an argument of the modified noun's type function..
If the modifier is a reduced or full relative clause, it is
converted to a class restriction on the noun's quantifier.

An example will make this rule, and the associated terminology, somewhat clearer.

(18Ga) Bill canceled every flight to an eastern city.

(18Gb) S

NP2  S

an E. city NP S

L/ /\NP1 PIP NP VP

every P NP Bill V NP
flight I I I

to t2  canceled t1

(18Gc) (FOR SOME X2 EASTERN-CITY () T
(FOR EVERY X1 FLIGHT-TO (X2) T

(CANCEL 'BILL Xl)))

The quantifiers are nested in the same order in both the regular and the simplified

logical forms. The three features, definiteness, specificity and distributive, are

mapped into the appropriate one of the eight operators -- in this case, SOME and

EVERY (ie. 3 and V respectively). The nps are everywhere converted to variables --

X1, X2, etc. Coindexed nps become the same variable.

Following the bound variable in the quantifier Is the name of the type function --

EASTERN-CITY and FLIGHT-TO. Next, there are the arguments to the type function --

() and (X2) respectively. Note that the pp modifier of (b) has been converted to an

argument, just as rule (185) says it should.

Following the type function's arguments, one would normally find the class restriction.

The class restriction is a predicate of one argument which Is Intended to restrict the
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rangi of quantification to some subset of the extension of the type function. Since

this example has no relative clauses, the class restrictions of both quantifiers are T.

for true. Figure 19 shows an expression with a nontrivial class restriction. The

conplementizer is converted to the header of a lambda expression. This makes the

proposition (FOR SOME ...(GO-TO ...)) into a predicate of one argument.1

As noted above, the control structure of Woods' formal semantics and LISP is the

same -- argument order evaluation. Taking advantage of this, one can simply define

FOR as a LISP function. This technique will be illustrated with the familiar quantifiers,

SOME and EVERY. Figure 20 is the code for this simple version of FOR.

First FOR calls the type functions, then filters out the resulting set. This gives the

Fij,. 19. A Nontrivial Class Restriction

(a) Bill cancelled every flight which was going to an eastern city.

(b) S

NP S

NP1  SBAR NP VP

every COriP S B i I I V NP
flight I / 'N I I

WH2  NP3  S cance I t 

a E. NP VP

city I / K
t2  V PP

was P NP
going I I

to t3

(c) (FOR EVERY X2 FLIGHT ()
(LAMBDA (Y)

(FOR SOME XI EASTERN-CITY 4) T
(GO-TO Y X1)))

(CANCEL 'BILL X2))

1. This is one of several places where this syntax for the logical form differs slightly from
LUNAR's.
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Fig. 20. LUNAR's definition of FOR

(Define FOR (UANT VAR TYPE/FUNCTION ARGS RESTRICTION EXPRESSION)
RANGE 4- (EXTEND/AND/FILTER TYPE/FUNCTION ARGS RESTRICT)
SATISFIERS '- (SAT I SF IERS/OF/EXPRESSION RANGE VAR EXPRESSION)

If OUANT=EVERY then
(If RANGE=SATISIFIERS then (Return T) else (Return NIL))

If QUANT=SOlE then
(if SATISIFIERS=NIL then (Return NIL) else (Return T)))

(Def ine EXTEND/AND/FILTER (TYPE/FUNCTION ARGS RESTRICTION)
(Foreach X InTheSet (Apply TYPE/FUNCTION To ARGS) Do

If (Apply RESTRICTION To X)-T then (Put X IntoTheSet RANGE))
(Return RANGE))

(Def ine SATISFIERS/OF/EXPRESSION (RANGE VAR EXPRESSION)
(Foreach X InTheSet RANGE Do

(Substitute X For VAR in EXPRESSION)
If (Evaluate EXPRESSION)-T then (Put X IntoTheSet SATISFIERS))

(Return SATISIFIERS))

range of quantification. Next, FOR finds the values in range that satisfy the rest of

the expression. If they all do, then both SOME and EVERY are true. If at least one

does, then SOME is true but EVERY is false. If none do, then both SOME and EVERY

are false.

This definition of FOR can be readily changed to implement the semantics of all eight

quantifiers. As will be seen, the basic idea is to give a memory to each instance of

an operator. The logical form will also be changed slightly; instead of QUANT being a

symbol like SOME or EVERY, let is be a subset of the set (SPECIFIC DEFINITE

DISTRIBUTIVE).

The new definition of FOR is given in figure 21. The collective operators differ from

the distributive ones in that they bind their variables to sets rather than to

individuals. This is implemented by modifying the range. If the operator is collective,

RANGE is replaced by the set of all possible subsets of itself, that is, by its

powerset. For example,

TA
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Fill. 21. FOR? for Nonstandard Operators

(Def ine FOR (OLJANT VAR TYPE/FUNCTION ARGS RESTRICTION EXPRESSION)

RANGE -(MEMiORY VAR ARGS)
If RArJCEnCANT/RE1EBER then

RANGE .- (EXTEND/AND/FILTER TYPE/FUNCTION ARGS RESTRICTION)
IfMot DISTRIBUTIVE ( GUANT then RANGE - (Powerset RANGE))

SATISFIERS e-(SATISIFIERS/DF/EXPRESSION RANGE VAR EXPRESSION)
If SPECIFIC cQUANT then

(MiEMORY VAR ARGS) SATISIFIERS
If [FFINITE ( GIANT

then (Return (RANGE=SATISFIERS))
else (Return (Not (SATISFIERS-NIL))

(167a) Some flights callidd.

(187h) (FOR ISPECIFICI X1 FLIGHTS 0I T
(COLLIDE Xl)

where flillats is indefinite and collective, tile powerset of all flights is the range. If

one of those subsets is a set of planes that collided, then the sentence is true. If

the example were

1183) The flights collided.

11881)) (FOR ISPECIFIC DEFINITE1 Xl FLIGHTS 0) T
(COLLIDE Xl)

where flights is now dlef inite, the sentence is true only if all subsets of flights are

sets of smashed planes. Because of the pragmatic properties of COLLIDE, It would be

sufficient to check only the largest subset of flights, namely the set flights
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itself. 1

The specific interpretation is distinguished from the nonspecific interpretation with

the aid of MEMORY. This function, which would be tedious to define, simply

remembers whatever it is .old, indexed by its two arguments. If nothing has been

stored for some particular values of its arguments, it returns CANT/REMEMBER. The

basic idea of the specific reading is that its satisfiers must satisfy EXPRESSION

regardless of the values of the free variables of EXPRESSION. So every time the

specific FOR is called by some higher FOR, it remembers which values satisfied its

EXPRESSION earlier, and checks only those for satisfaction this time. An example will

clarify this implementation of the specific interpretation.

(183) Every girl kissed a certain boy.

(1891)) (FOR iSPECIFIC DEFINITE DISTRIBUTIVE X1 GIRL () T
(FOR ISPECIFIC DISTRIBUTIVEI X2 BOY () T

(KISS X1 X2)))

Since a certain boy is specific, the sentence is false in the following world:

(190) (KISS LUCY CHARLES)
(KISS MARLA DON)
GIRLS = {LUCY MARLA)
BOYS = {CHARLES DON)

The first time the inner FOR is called, with X1=LUCY say, the RANGE must be

calculated, and turns out to be (CHARLES DON). Only CHARLES satisfies (KISS Xl

X2), so the operator remembers (CHARLES) under the index (X2 NIL). The next time

the operator is called, with X1 =MARLA, MEMORY is called with the same index, namely

1. This property is very typical of collective predicates. In fact, I know of no
counterexamples. Taking advantage of this, one could modify the definition of the collective
reading to make it more efficient by replacing the line

RANGE - (Powerset RANGE)

with the line

If DEFINITE ( QUANT
then RANGE ,- (MakeSingletonSet RANGE)
else RANGE .- (Powerset RANGE)

This semantics for the definite, collective operator is somewhat more pleasing to the intuition.
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(X2 NIL). bo it returns (CHARLES). But Maria did not kiss Charles, so SATISFIERS

Iecofo.s NIL, the empty set. The operator returns NIL (ie. false). Thus, XI=MARLA

doesn't satisfy the upper operator, and the whole expression is false.

If the sentence had a nonspecific object instead (eg. Each girl kissed a boy), nothing

would be remembered about X2. So the inner operator would calculate (CHARLES

DON) as the range each time it is called. Hence, there would always be satisfiers,

and the inner operator would always return true. Hence, the sentence would be true.

If the sentence had been

(1 Ja) Each giri kissed her boy.

(131h) (FOR ISPECIFIC DEFINITE DISTRIBUTIVEI Xl GIRL (0 T
(FOR ISPECIFIC DISTRIBUIIVEI X2 BOY (X1) T

(KISS Xl X2)))

where ,irl is an argument to boy, then the sentence Is true in the world given

above. Since MEMORY is indexed by the arguments of the np, (CHARLES) is stored

under (X2 LUCY). Thus, when the inner operator is called the second time, MEMORY

has nothing stored under (X2 MARLA). Hence the range is calculated rather than

remembered, and the sentence turns out to be true.1

With these modifications, the FOR of Woods' semantics provides a formal semantics

for all eight operators. The same techniques -- powerset and memory -- will be used

to implement the semantics of the other logical forms.

8. Typed Skolem Form

The formal semantics for typed Skolem form will be implemented by translating Into

the typed predicate calculus described above.

In -the preceding section, a conversion mapping translated the logical form with

moved nps, traces etc. into a logical form with nested operators, predicates,

& 1. This definition of FOR assumes that RESTICTION have no free variables that might be
bound by a higher FOR. Relaxing this assumption would require a third argument to MEMORY
-- a list of Ihe values of the RESTRICTiOIs free variables.
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arguments etc. The converted logical form was then used as Input to the formal

semantics. A somewhat different conversion mapping will be used here.

The scope of quantifiers in typed Skolem form is represented in the function

argument relations. Position in the syntax tree is irrelevant. So, let the conversion

map produce a set of operators of the form

(192) (FOR QUANT VAR TYPE/FUNCTION ARGS RESTRICTION)

The VAR, TYPE/FUNCTION, and ARGS are as in the typed predicate calculus. QUANT is

a subset of (DEFINITE DISTRIBUTIVE). Marking specificity is unnecessary. Specificity

controls whether or not an np can take a Skolem modifier. After such modifiers are

placed, specificity is irrelevant. RESTRICTION is a lambda expression, but its body is

a set of these operator chunks. An example should help clarify this new notation.

(193a) Every boy who is in the frat dated
a girl from a certain sorority.

(193b) I (FOR IDISTRIBUTIVE1 X4 SORORITY () T)
(FOR IDEFINITE DISTRIBUTIVE) X1 BOY ()

(LAMBDA (Y)
I (FOR IDEFINITE DISTRIBUTIVE) X2 FRAT () T)

(FOR 1I X3 IN (Y X2) T) I))
(FOR H) X6 KISS (X1 XS) T)
(FOR IDISTRIBUTIVE) XS GIRL (X4 X1) T) I

When (a) has a different/per reading, a girl has a Skolem modifier. This is reflected

in the converted logical form by the ARGS of the operator binding X5, a girl.

Note that the two predicates, KISS and IN, have been converted to operators.

Although this isn't really necessary, it gives the logical form a useful homogeneity.

This converted logical form Is input to the formal semantics algorithm. The algorithm

has three steps. The first step is simply to sort the operator sets according the

predicate

(194) X<Y if the VAR of X is in the ARGS of Y.

Since the function/argument relation is guaranteed to be a partial order by the

Functional Principle, forming a total order Is always possible. The partial ordering of

(193b) is
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(195) XI < X5 < X6
X2 < X3
X4 < X5

So, one possible total ordering for it is

(19G) I (FOR IDEFINITE DISTRIBUTIVEI Xl BOY (I
(LAMBDA (Y)
I (FOR IDEFINITE DISTRIBUTIVEI X2 FRAT () T)

(FOR II X3 IlN (Y X2) T) I))
(FOR IOISTRIBUTIVEI X4 SORORITY () T)
(FOR IDISTRIBUTIVEI XS GIRL (X4 X1) T)
(FOR I1 XG KISS (Xl XS) T) I

The second step converts the order list of operators into proper typed predicate

calculs. The operators are nested. The operator collars are removed from the

predicates KISS and IN. The symbol SPECIFIC is added to all the QUANTs. Thus, (196)

is converted by step two into

(197) (FOR ISPECIFIC DEFINITE DISTRIBUTIVEI Xl BOY ()
(LAIBDA (Y)

(FOR (SPEC. DEF. DISTR.I X2 FRAT (I T
(IN Y X2)))

(FOR ISPECIFIC DISTRIBUTIVEI X4 SORORITY () T
(FOR ISPECIFIC DISTRIBUTIVE) X5 GIRL (X4 X1) T

(DATE X1 X5))))

The third step is just to evaluate this expression with the formal semantics of the

previous section. Note that altiough both the indefinite operators of sorority and

girl are inside the distributive operator of boy, the same sorority must satisfy the

expression regardless of the boys; but there can be a different girl per boy,

because the X1 argument of GIRL makes the constraint of MEMORY ineffective.

The formal semantics of the typed Skolem form depends on two things. First, the

functional principle guarantees that tie function/argument relation is a partial order,

so typed Skolem Form can be converted to typed F-edicate calculus. Second, typed

predicate calculus has an indefinite specific operator, so it can represent same/per

readings without nesting the indefinite operator outside the distributive operator.

a'k
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8.3 IP Form

The previous two sections presented formal semantics for quantification based on

FOR loops, a technique pioneered by Woods. Quantification is realized by repeatedly

binding a bound variable to an object in the model, and evaluating the rest of the

expression. In effect, Woodsian semantics spreads the possible values of the

variables out in time. Tarskian semantics, on the other hand, spread the possible

values of variables out in space. If a formula has n. variables, Tarskian semantics

starts with a set of all possible n-tuples of objects. This set is passed up from the

leaves of the expression, undergoing intersection, complementation, restriction, or

projection (lepending on the nature of the dominating node -- ie. conjunction,

negation, predication, or existential quantification respectively.

The formal semantics of IP form is a combination of Woodsian and Tarskian semantics.

The values of IPs are spread out in time, in exactly the same way that Woods

formalized the meaning of the universal quantifier. The extensions of indefinite nps,

however, are spread out in space, using the possibility set technique that Tarski

employed.

The reason existentials are not realized as Foreach loops is inherent in the structure

of IP form. There is no existential operator that dominates the predicates that use its

bound variable, as in predicate calculus. Nor is there any explicit linkage, as there is

in Skolem form, that would allow one to rearrange the logical form into such a

structure. Instead, existentials are at the leaves of the trees. Their effects must

come from the bottom tup, as in Tarskian semantics.

It is no lon(ler possible to use MEMORY to implement specific operators. Since

operators are dominated by the predicates which use their values, they never find

out which values satisfied the predicates. So there is no way for them to know to

return only the satisfactory values the next time they are called.

A new technique will be used to implement specific operators. When a specific

operator returns a value, it adds a note saying what Its value is. These

"assumptions" are passed up through the functions and predicates -- the values of

functions and predicates inherit the assumptions of their arguments. IP nodes check

AILI



that the values returned by one exccution of the body of the iteration has the same

assumptions as the values returned by previous executions. Values with different

assumptions are thrown away. Thus, if a specific operator Is beneath an IP, the IP is

true only if that specific operator can have the same value regardless of the value

of the IP's bound variable.

With this overview, the actual programs that implement the formal semantics will be

presented. It should be pointed out the code is missing many Important details, eg.

how traces are bound. However, the algorithm is so complicated that its

comprehension demands suppression of as much detail as possible. The data

structures will be presented first, then the algorithm itself.

The input is a simplification of the IP form. Once again, a "smart" conversion rule Is

required to separate arguments of type functions from class restrictions. An example

of the simplified IP form appears in figure 22. As in the typed Skolem form, every

node is assigned a variable, even the main predicate KISS. This uniformity makes the

algorithm simpler. Also, QUANT is a subset of (DEFINITE SPECIFIC). The

collective/distrihutive distinction is represented by whether or not the np has been

Fig. 22. Simplified IP Form

Each girl kissed a boy.

(IPI
ARGS ( (NP1

VAR X1
QUANT ISPECIFIC DEFINITEI
TYPE/FUNCTION GIRL
ARGS (I
RESTRICTION T))

BODY (VPI
VAR X2
QUANT II
TYPE/FUNCTION KISS
ARGS ((TRACE X1)

(NP2
VAR X3
QUANT II
TYPE/FUNCTION BOY
ARGS )
RESTRICTION T)

RESTRICTION T)
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raised to be an argument of an 1P.

The logical form will be accessed via the functions

(198) (VAR <node> ) ==> a symbol
(QUANT <node> ) ==> subset of {DEFINITE SPECIFIC)
(TYPE/FUNCTION <node> ) => a function symbol
(ARGS <node> ) => a list of nodes
(RESTRICTION <node> ) -=> a lambda expression
(BODY <IP node> ) => a node

The output data structure is called an "extension". An extension is a set of possible

values for a node. Moreover, each value has some assumptions attached to it. The

assumptions say what values certain variables are assumed to have. More formally,

an extension is

(199) extension { ext/elt ext/elt ... ext/elt
ext/elt ( value assuming )
assumin: assumption assumption ... assumption }
assumption : variable value
variable a symbol
value ::= a set of data base objects

The pieces of extensions will be accessed by functions with the names given above.

For example, (ASSUMING (ext/elt) ) returns the set of assumptions associate with

the given possible value.

Extension will be built up with the aid of two creation functions.

(200a) (MAKE/EXT/ELT value=X assuming=Y)

(200b) (MAKE/ASSUMPTION variable=Q value=R)

Execution of (a) returns an extension element whose value is X and whose

assumption set is Y. Execution of (b) creates an assumption that Q has the value R.

The top level function is called EXTEND. To find the extension of an expression, one

calls EXTEND on the root node. It will return an extension. If the null set is returned,

the expression is false in the given data base. The code for EXTEND, and a closely

related subroutine, appear in figure 23.

EXTEND evaluates each of the node's arguments. The cross product of the resulting
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Fig. 23. EXTEND

(Joefine EXT[ND (rLjE)
(Forf..-,-li A Inlr,eL,t (ARGS N[IE) Do

VALUE .- (EXMLNa Al
Put VALUE OnlheEncuOfThcList ARG/VALUES)

ALL/POSSIBLE/ARG/VALUES .- (CrossProduct ARG/VALUES)
(Foretich AV InTheSet ALL/POSSIBLE/ARG/VALUES do

EXTENSION - (Union EXTENSION (APPLY/NODE/TO/ARGS NODE AV)))
(Return EXTENSION))

(Def ine APPLY/rJrlDE/TO/ARGS (NODE ARGS)
IF (KIND NODE)=IP

then (APPLY/IP/TO/ARGS NODE ARGS)
else (APPLY/FUNC1ION/TO/ARGS NODE ARGS))

possibility sets is taken, and returns all possible combinations of argument values.

The function or IP is called with each of these arguments, and the resulting

possibility sets are merged into one large possibility set. This set Is the extension of

the node.

The union operation implements existential quantification. For example, consider

(201) Sore men wept.

whern soine inen is given an indefinite nonspecific interpretation. The root node of

the Ioqical form for this sentence is the predicate weep, which has one argument,

some men. EXTEND evaluates weep'l argument, and gets back a large possibility

set -- say

(202) { (/ALAN CHARLES) () ((ALAN DAVID) {) ((DAVID) 1)) ...}

Each value is a set containing some men. There are no assumptions since some men

is taken to be nonspecific. Now WEEP is applied to each of these possible value.

Mostly, WEEP will return the null set, since few men weep. But if even one man turns

out to have wept, then the union over all the results will be non-empty. Hence,

extension of the root node will be non-empty, and the sentence true. It is only when

all the men are dry-eyed that the union is empty, and the sentence Is false. Thus,

the union implements existential quantification.

Extending a function is rather similar to the FOR procedure of the previous section.

='h
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The big(gest difference is the replacement of MEMORY with mechanisms for handling

assumptions. The code appears in figure 24.

Since there is no EXPRESSION as in the FOR procedure, the distinction between

range and satisfiers is irrelevant. So the result of EXTEND/AND/FILTER is the set of

satisfiers of this node. If the node is definite, this set is the only possible value. If it

is indefinite, then any of the subsets of the satisfiers is a possible value. The

possible values are sets, because only the IP creates distributive interpretations of

nps.

The inheritance of assumptions is implemented by MERGE/ASSUMPTIONS/OF/ARGS. If

the node is nonspecific, the union of the assumption sets of the args is attached to

each Possible value. If the node is specific, then an assumption about its value is

added by ADD/ASSUMPTIONS.

Fig. 24. APPLY/FUNCTION/TO/ARGS

(Define APPLY/FUNCTION/TO/ARGS (NODE ARGS)
VALUES '- (EXTEND/AND/FILTER

(TYPE/FUNCTION NODE) ARGS (RESTRICTION ARGS))
ASSUNPT IONS (t1ERGE/ASSU1PTIONS/OF/ARGS ARGS)
If DEFINITE (QUANT NPOE)

then VALUES - (MakeSingletonSet VALUES)
else VALUES - (Pol4erset VALUES)

If SPECIFIC ( (QUANT NODE)
then EXTENSION #- (AOD/ASSUIIPTIONS VALUES ASSUMPTIONS (VAR NODE))
else (Foreach X InTheSet VALUES Do

Put (IAKE/EXT/ELT value=VALUES assuming=ASSUMPTIONS)
IntoTheSet EXTENSION)

(Return EXTENSION))

(Def ine iERGE/ASSUMPT IONS/OF/ARGS (ARGS)
(Foreach A InTheList ARCS Do

TOTAL .- (Union TOTAL (ASSUM1ING A)))
(Return 1OTAL))

(Define ADO/ASSUMPTIONS (VALUES ASSUMPTIONS VAR)
(Foreach V InTheSet VALUES Do

Put (1AKE/EXT/ELT
value=V
assuning= (ConsE lement (MAKE/PqSUMPTION variable-VAR value=V)

ASSUMPTIONS))
IntoTheSet EXTENSION)

(Return EXTENSION))

-A
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The action of APPIY/-UNCTION/TO/ARGS will be illustrated by extending some men

at the funeral. The np has the type function MEN, with one argument, the funeral.

and no restrictions. EXTEND ha% already evaluate the node's argument, so ARGS is a

list of one extension element. Moreover, the funeral is definite and specific, so its

extension is a singleton set with one assumption. That is, ARGS contains just the

extension element

(203) ( fFUTJERAL23 (X2 {FUNERAL23}))

where X2 is the variable for the funeral.

EX]IN[/ANDI/Fhl TIR takes this extension element, and applies MEN to it. The result

is the set of men who are at FUNERAL 23, say (BRAD DAVID).

MERGE/ASsUMP10INS/OF/ARGS strips off the assumptions and returns them, namely

the sinqleton set ((X2 {FUNERAL23))).

Since some inei is indefinite, the possible values are all possible subsets of (BRAD

DAVID), namely (DAVID BRAD), (DAVID) and (BRAD). Since the node Is nonspecific, no

extra assumptions are made. The resulting extension is

(201) ( {DAVID BRAD) { (X2 {FUNERAL23))
( [DAVID) { (X2 [FUNERAL23))
( {BRADi W (FUNERAL23))

If some men were taken to be specific, the appropriate assumptions would have

been added to each possible value, resulting in the extension

(205) ( {DAVID BRAD) {(Xl IDAVID BRAD)) (X2 (FUNERAL23)))
(DAVID) ((XI {DAVID)) (X2 (FUNERAL23)))
(BRAD) {(XI (BRAD)) (X2 {FUNERAL23)} ) I

where X1 is the variable of some men. The only place assumptions are used is in

the evaluation of IP nodes.

The procedure for extending IP nodes is, unsurprisingly, a large loop. The code

appears in figure 25. Like the FOR program, APPLY/IP/TO/ARGS walks down the set

of values, bindinq a variable to an element of the set, and evaluating the body.

There are two major differences, however. One is that IP's can walk down several

value sets in parallel. This Is to accommodate sentence such as

i
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Fig. 25. APPLY/IP/TO//lIRGS

(Def ine APPLY/ IP/TO/ARGS (NODE ARCS)
LOOP: .BODY -(B INO/ARGS/ TO/F IRST /VALUE /ELEMIENT

(ARCS NODE) (BODY NODE) ARGS)
VALUES -(EXTEND BODY)
EXTENSION -(INTERSECT/ALONG/ASSUnPTIONS EXTENSION VALUES)
ARCS - MOVE /TO/NEXT/VALUE/ELEMENT ARCS)
If ARGS=FINISHED

then (Return EXTENSION)
else (Coto LOOP))

(Def ine IN4TERSECT/ALONCI/ASSUMPT IONlS (EXTENSIONI EXTENicJ-0C)2
(For-each EXT/ELT1 InTheSet EXTENSION1 Do

(For-each EXT/ELT2 InTheSet EXTENSION2 Do
I f (ASSUMING EXT/ELT1)=(ASSUM1ING EXT/ELT2) then

Put (MAKE/EXT/ELT
valIue= (Un ion (VALUE EXT/EXT1) (VALUE EXT/ELT2))
assurnincq=(ASSUMING EXT/ELTI))

I ntolheSet INTERSECTION))
(Return I]lERSECTIONJ)

(206) Each cork is fastened to each champagne bottle with a
prefabricated wire basket.

In this sentence, which was discussed in section 5.2, the IP has two arguments:

corks and bottles. To handle multiple arguments, two subroutines are used.

BIND/ARGS/To/[IRST/ELEMENT takes 'the first element of each value, and binds the

appropriate variable to these elements.1 However, it actually has to build a new

extension, including a copy of the assumptions. All this bookkeeping is quite messy,

so the suhroutine is not presented here. its operation is hopefully clear: it binds the

approIpriate trace iii BODY to the first element of the appropriate value sets.

Another messy subroutine, MOVE /TO/ NEXKT/VALUE/ELE MENT, advances the iteration

by lopping off the first elements of each of the value sets. If there aren't any more

elements, it returns FINISHED, signally that the iteration is complete.

APPLY/ IP/TO/ARGS differs from FOR In a second, more substantial way. It is very

careful that the assum~ptions made during one evaluation of the BODY are the same

1. For simplicity, I am assuming that when there are multiple arguments to an IP, the value
sets have been ordered by God to correctly correspond to each other. That is, the sets of
corks and bottles have been ordered so that the right cork is' paired with the right bottle.
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as the abu~lmptiOInS made during! previous executions. This is the responsibility of the

subroutine INIERSECT/AI.ONG/ASSUMPTIONS. Its action is best illustrated with an

example used in the previous section.

(207a) Each girl ks.ed a boy-

(207b) (KISS MARLA DON)
(KISS LUCY CHARLES)
GIRLS = JMARLA LUCY)
BOYS = IDON CHARLES)

The root node of the logical form for this sentence is an IP node. Evaluating its

nrgiiment, each jirl, returns the extension

(208) { ( !MARLA LUCY) J(X1 IMARLA LUCY})')

The IP bin(Is Xl to the first element of the value, namely MARLA, and extends X1

ki.ssed it boy. The arguments of KISS are extended next. X1 has only one possible

value, MARl A. A boy has two possible values, DON and CHARLES. So KISS has two

possible argument lists, namely (MARLA DON) and (MARLA CHARLES). Application of

KISS to the first argument list returns the extension

(209) 1 ( IT ) (X! IMARLA LUCY]) I

There is only one possible value, T. and no new assumptions have been added.

Application of KISS to the second argument list returns the empty set, since Maria

dihi't kiss Charles. The union at EXTEND merges these possibility sets. The resulting

extension, namely (209), is returned to the IP as the value of the BODY when

X =MARLA. Similarly, (209) is returned as the value of the BODY when X1 =LUCY, on

the next iteration.

It is crucial that a boy is nonspecific, and therefore added no new assumptions to

the extension of KISS. Consequently, intersecting the two extensions of KISS with

respect to their assumptions just results in (209) again. Hence, the iteration finishes

with a non-empty extension, and the sentence is true.

If the sentence Is

RIP
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(210) Each girt kissed a certain boy.

then the second argument of KISS is specific. Hence, the extension of X1 kissed a

certain boy with X1=MARLA is

(211) { ( {T} { (X2 {DON}) (XI {MARLA LUCY}) )

Here, the assumption that X2=DON has been added, where X2 is the variable for a

certain boy. Similarly, the extension when )(1=LUCY is

(212) { ( !T} ! (X2 {CHARLES}) (XI {MARLA LUCY') ) ) I

Now X2 is assumed to be CHARLES. When INTERSECT/ALONG/ASSUMPTIONS tries to

merge these two extensions, it finds they have different assumption sets. So the

result of the intersection is the empty set. Conser-ently, the IP return the empty

set, and the sentence is false.

In short, the assumptions implement the specific/nonspecific distinction. The loop in

APPLY/IP/TO/ARGS implements universal quantification. The union in EXTEND and the

Powerset in APPLY/FUNCTION/TO/ARGS implement existential quantification.

8.4 Summary

The formal semantics for nonstandard operators of typed predicate calculus were

implemented with two simple changes to Woods' FOR function. The Powerset function

was used to imlplement collective operators. Specific operators were given memory,

so that they only tried values that satisfied their body the last time they were

called.

The formal semantics for typed Skolem form was quite simple. Since the

function/argument relation is guaranteed to be a partial order, one simply sorts the

nps into a total order. The ordered nps are nested to form an expression In the typed

predicate calculus. The operators are all specific, since the extra arguments of

Skolem form disable the memory in just the right way.

The formal semantics for IP form was a combination of Tarsklan and Woodslan

semantics. IPs were implemented as multiple-argument loops. The Indefinite nps

t-.
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were inplemented by returning possibility sets as extensions. The specific

interpretation was implemented by assumptions about the value of the specific nps.

These assumptions were passed up, and prevented specific nps from having

different values in different evaluations of the bodies of IPs.

All three formal semantics relied on a non-trivial conversion rule. The rule decides

whether to translate an np modifier into an argument of the np or into a class

restriction. This rule disambiguates quantifier scope when the np is distributive and

the modifier contains an indefinite np, eg.

(213a) Every man with a layered haircut is important.
(213)) Every step of a layered haircut is important.

To (live (a) a different/per reading, the pp must be converted into a class restriction.

If a layered haircut is an argument of the np, as in (b), then the sentence has a

same per reading in all three logical forms. This is undoubtedly the weakest part of

all three theories of quantifier scope.
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